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Abstract

Virtual Reality (VR) is a new and exciting way to further immerse users in video

games and is being explored to find new ways it can be used. Some of its uses include

education, training, and entertainment. Virtual reality needs to be explored because

of how it affects the user, whether it is due to the positive effects like increased

immersion or if it is due to negative effects like fatigue or cybersickness. One area of

Virtual Reality that needs to be explored is the aspect of multiplayer interaction.

A template that enables research in understanding this area is needed. This

thesis aims to provide, a Virtual Reality multi-user template that other developers

can use to assist their research. This template allows users to communicate via voice

chat, provides samples of how to set up user avatars, provide samples of locomotion,

and provides scenario recording and playback. The Unity game engine along with

networking software is foundational to accomplish this. This template was successful

in being used to create two applications: a simple ping pong game and an application

for a user study in training medical doctors and nurses.
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Chapter 1

Introduction

There are several multi-user VR frameworks in the literature, so why build another?

One multi-user VR Framework that currently exists is Let's VR [26] which utilizes

Unity and Unity's multiplayer system, UNet. However, UNet has been deprecated

due to the Untiy team believing that \it does not meet the needs of of many multi-

player game creators"[24]. A similar framework uses Mirror [54] as a replacement to

UNet [52], but it has some issues that we will discuss later. The VRChat SDK [77]

provides users the ability to create worlds as well as set up avatars in Unity and

upload them into VRChat, which is a online virtual reality multiplayer game that is

used for socializing.

There are many applications that can be built o� of a multiplayer VR template.

Training applications can be made, which can allow users to be placed into situations

that would otherwise be too unsafe in real life (training �re �ghters, miners, military

personnel, and others). VR has the advantage of providing immersive experience and

we may want to have the training be as similar to real life as possible [63]. Multi-user

VR training can be also used remotely so that users do not need to be co-located.

Multi-user VR applications can also be used for entertainment. While it is true

that there are some limitations to VR, which include the possibility of inducing mo-

tion sickness, VR still provides immersive experiences along with fun motion controls.

Multi-user VR can provide unique experiences that could not be experienced other-

wise.

The rest of this thesis is structured as follows: In Chapter 2 we discuss multi-
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player interaction, Virtual Reality, User Studies, and VR development. Chapter 3

shares an example application of Virtual Reality with multiplayer that uses Mirror

for Networking. This chapter appeared as a conference paper in ITNG 2020 [12]. We

found some shortcomings with the template that uses FizzySteamyMirror[54] and

have developed a new template that utilizes Photon Unity Networking 2[18]. A new

template that takes these issues into consideration can be found in Chapter 4. An

example of the template's usage is then presented in Chapter 5. A user study run

by Steven Anbro was done using this application is also discussed in this chapter.

Finally we present our Conclusions and discuss Future Work in Chapter 6.
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Chapter 2

Background and Related Work

2.1 Multiplayer Interaction

2.1.1 Networking Architectures

There are two di�erent networking architectures for multi-user applications. These

are peer-to-peer and client-server. Peer-to-peer is where the connection is established

directly between clients with no dependence upon a separate server. It is called peer-

to-peer because of this direct communication. Client-server, on the other hand, is

where the connection is established between each client and the server [37].

2.1.2 Multiplayer

Typically in multiplayer games, one player has a copy of the game, while another

player has another copy of the game. When we have interaction there is the concept

known as authority. Authority is where one user's application (application1) has

control over an object, while every other users copy of the game tries to match some

or all of the objects properties with application1's. We need at least one application

to have control over the object so that when di�erent things are done to that object we

know who is in charge of deciding. If we had no one in charge the object would have

problems or con
icts while the other clients were trying to synchronize the properties

of that object. Synchronizing objects is important to make users feel that they are

within the same world when they interact with objects. In a client-server setup the

server typically has the authority over all objects.
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An Example of how a multiplayer game may work is seen in Figure 2.1. There

are three clients. After some time has passed, the player from client #2 moves up,

and all the other client's copy of that player moves up as well. The same goes for the

red sphere, client one drops the sphere (which he has authority on), and that sphere's

position is changed on the other client's. The blue sphere however is lowered by client

#2, but since he does not have authority over it that sphere is not synchronized

across all clients, it only drops on client #2's copy of the game. A case where we

may not want synchronize an object's location may be a 3D menu where it would be

unnecessary for another user to see it.

Figure 2.1: There are three clients represented in this image. The rows represent
di�erent states where the 2nd row occurs after the 1st row. Client #1 has authority
over the left-most stick �gure and the red sphere, Client #2 has authority over the
middle stick �gure, while the Client #3 has authority over the remaining stick �gure

2.2 Virtual Reality

Virtual Reality is a technology used for interactive applications with aim to provide

immersive experiences. There is currently a bit of research being done on the e�ects

and the uses of virtual reality. But one issue that is actively being researched is



5

cybersickness because it limits Virtual Reality's growth. Cybersickness [35, 79] is an

e�ect of virtual reality where a certain percentage of users who will feel nauseous

after using VR. We will present some areas of research that have impacted our work

in Section 2.2.1, mention some major VR Research labs in Section 2.2.2, and then

talk about the hardware in Section 2.2.3.

2.2.1 Research

There are several areas of Virtual Reality research. The areas that have impacted our

work include locomotion, education, avatars. Research includes, but is not necessarily

limited to the following areas: locomotion, education and training, avatars.

Locomotion Locomotion is a very large topic. Locomotion methods are just meth-

ods to allow user move from point A to point B. Examples of locomotion include:

Teleportation which is instantaneously moving from one position to the next. Glide

locomotion which involves using the touchpad to slide to other locations. There is

also walking where users can walk around in real life, and walk around in VR.

An example of teleportation can include pointing to a location and selecting that

location by pointing to that location for a duration of time. [11] presented an overview

of this and conducted a user study on this technique. A similar implementation can

likely be done in Unity using Raycasting for selecting a position in space, and the

function Invoke to call a function after a duration of time. There may be many

di�erent options for a user to con�rm their selection for position. Such a technique

may need to have additional rules to ensure that users do not teleport to far. There

has been a thesis on teleportation where users do not use hands [67]. They used the

following methods for activating the teleportation: controller, dwell, stomp, voice,

and blink. There bene�ts to these methods as it allows those who may not be able to

properly use their arms to play VR and it may provide options for other HCI options

for others. Glide locomotion is used when you wish to move in a speci�c direction,

possibly without a known destination. An example of Glide locomotion can be seen
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in a tutorial book [41]

Another locomotion technique to be used may be redirected walking [55]. This

uses a larger play area and is intended to allow the user to keep walking in the �xed

play area without stopping in the VR world.

Some locomotion research compares methods. One paper compares [83] Walking,

Walking in Place (WIP), and Arm Swinging. We have worked on user study that

compares WIP and touchpad based gliding movement [4]. One author from that

paper, compared di�erent gait movements in his thesis [6].

There is a survey on locomotion[1] from 2018 that goes into the di�erent forms

of locomotion that have been researched and the taxonomies associated with them.

These forms of locomotion methods were separated into four categories: walking,

which involves di�erent walking related options, steering, which can be compared to

driving a car, selection, which includes selecting positions in space to move to, and

manipulation. Walking methods include methods such as walking in place, where

users raise and drop their feet. There are many ways for users to indicate when they

want to move in the VE like, wiping feet, and tapping feet. Even Jumping can be

used. Some other interesting options include arm swinging and �nger walking.

They continued their work with Steering methods which include using the users

gaze, steering with the users hands, and leaning, Selection Based: Select a position

or object on screen, slowly drag there or teleport there. There are di�erent ways

for activating teleportation like jumping. Teleportation is considered useful due to

lack of optical 
ow. If there is no optical 
ow, users are less likely to get sick due to

mismatches between movement in the VE and movement in real life. Manipulation

based methods include manipulating position, size or rotation. The paper goes into

more detail and explains more methods than are presented here. There are clearly

many ways to implement locomotion in VR, and each way can have many variations

in parameters. The paper is useful in allowing researches to see what has already been

researched, �nd more research papers, and to maybe even aid in giving researches new

ideas for new locomotion techniques. Locomotion is one of the main research areas
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when it comes to Virtual Reality.

Whichever locomotion is best depends on the context of the situation it is used

in. For example, if there were a space training VR application, a locomotion system

that is based on zero gravity would probably be appropriate, even though it may not

be possible to provide users with the feeling of weightlessness. Teleportation in this

case may not be appropriate since that is not what would be used in real life.

Education and Training: There may be some bene�t to VR with regards to

learning. There has been research on the e�ect of VR on memory [36]. This research

includes a study where its goal was to see if memory palaces, like the ones used in

classical times, could be useful for memorization using VR. The study compared using

an HMD and a Desktop display and there were 30 male and 10 female participants.

All participants used the same scenes on each display. They were given a challenge

to memorize faces located in di�erent areas in the palaces. The faces used were

fairly recognizable. The participants' tasks were to indicate which face was at which

location, after the faces are hidden. Based on their data the authors of the study

believe that immersion as improved recall. While this may be one speci�c case that

uses palaces, it is good to know that there may be some more educational bene�t to

using VR.

Another study looked into the e�ects of VR on di�erent two types of learners [69].

This was a study that involved 32 university participants, where half were female.

The introduction talks about the use of VR in learning, and how immersion and the

senses are important to VR education. Among one of the tests the study used was

rotation tests where users �nd an object that is the same as a presented object but

rotated. Low spatial ability (LSA) learners, were shown to have improved using VR

while High spatial ability (HSA) learners did not.

Steven Anbro has been working on a user study to see if virtual reality can be

used for training of Doctors and Nurses in their patient hand-o�s. More on this user

study can be seen in Chapter 5. Some of his initial work can be found in [3]
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Avatars: There is a journal article about using Vive trackers for body tracking [13].

The authors used inverse kinematics (IK) to estimate how the models should be

animated in response to the user's movements. The article goes into the math of

how to achieve this. In order to make humanoid models they used software called

MakeHuman. The model along with the bones used to animate the model can be

seen in Figure 2.2 They developed a tool to check the latency to help them sure that

they are able to keep latency at reasonable levels. The authors used a case study,

with 1 female and 12 male participants, to test the tracking. They found that users

were interested in the body tracking, and that they would like to see it used in games

in the future. In their study they only animated the arms. This may mean that

another case study should be done to include leg tracking. They suggest that avatar

personalization should be added in their future work section. Other results of their

work can be seen in Figure 2.3

Figure 2.2: Image of 3D models and the bones that are used to animate them [13].

While it is important to know ways to implement full body tracking, it is also

important to know how body tracking might a�ect the user. There is a conference

paper where its main idea behind the paper is to look into whether or not using self

avatars reduces cognitive load [68]. Some bene�ts claimed in this paper include that

being able to see one's own avatar is useful for �nding their location. The paper

included an experiment that involved mental rotation and recollection. The paper
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Figure 2.3: The graph shows results of the case study for the journal article on body
tracking. [13]

mentions that body tracking with avatars may be for useful for communication. It also

mentions that other studies found that full models are good for estimating distance.

According to the study, utilizing gestures seemed to have improved recall. According

to the graphs that mapped the movement of the users hands, self avatars were found

noticeably increase the amount of gestures the users used. The ability to gesticulate

appears to not only be useful for communication between one or more users, but it

may also be useful for reducing cognitive load and improving recall. This may be

useful knowledge for VR games that require communication and recollection. Maybe,

it could be useful for problem solving tasks as well.

Avatar representation is a topic to be researched due to the a�ect that it can

have on users. This can include social, accuracy, cognitive load, an immersion. It can

be di�cult to map a human user to the body of an avatar. There are di�erences in

height, arm-length, and leg length. It may also be di�cult to imitate the movements

of real users, especially with fewer tracking devices to determine where the users arms

are.

2.2.2 VR Research Labs

There are some notable labs and organizations researching the area of Virtual Reality.

Some of these include, Facebook [21], LAVA at the University of Hawaii at Manoa [38],

UA Little Rock George W. Donaghey Emergency Analytics Center [78], and Bowie
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State Virtual Reality Laboratory [60]. The Facebook Lab's research [21] includes

computer vision, among other topics such as graphics, audio, body tracking, and

vision. They are planning on making AR, Augmented Reality, glasses in the future.

Facebook's lab believes that Virtual and Augmented Reality will be common place.

They have many publications, one paper Facebook Research has published was about

animating faces. Some of their research includes social behavior in VR.

LAVA was founded by Professor Jason Leigh LAVA stands for Laboratory for

Advanced Visualization and Applications. The lab has a CAVE known as CAVE 2.

They have several published papers, like a broom 
ying simulator for a hybrid reality

room [38]. One of the lab's main goals are to research data visualization for big data.

The UA Little Rock George W. Donaghey Emergency Analytics Center has a

focus on data visualization [78]. An author of the original CAVE is from there. They

work on training meant for helping people understand data. One project from that

the lab is making a simulation for operations. This project uses data of the human

body and is meant to be used for training medical students.

One of the current projects from Bowie State is Megacity: A Collaborative Vir-

tual Reality Environment for Emergency Response, Training, and Decision Mak-

ing [45]. The project focuses on using agent-controlled avatars for evacuation scenar-

ios, as well as other disasters. This project aims to study strategies and potential

scenarios for disasters. The agents are given di�erent types of behaviors which include

hostility, non-hostility, leader-following, goal-following, and a sel�sh behavior. These

di�erent behaviors are probably useful in helping users understand how people might

act in dangerous situations.

Another project from Bowie State is Game-Theme Based Instructional Modules

for Computer Science Students in VR [59]. The purpose of this project is to help

with computer science and mathematics course. It uses gaming and virtual reality to

try to help teach students. They have 7 instructional modules. Some of the games

they have shown include, a duck game that is meant to teach programming loops, a

game that visualizes concepts like stacks or binary search, and an array game. It is
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interesting to see how VR might aid learning.

2.2.3 Hardware

There are several commercially available HMDs and input devices available. This

thesis will use the HTC VIVE which can be seen in Figure 2.4 [29], The HMD for the

HTC Vive provides a panoramic view.

Figure 2.4: The HTC Vive and wands [28]

The HTC Vive also has trackers which can be seen in Figure 2.5. The trackers

are additional hardware that can be used to track other parts of the body, like the

ankles of a user. The HTC VIVE system utilizes lighthouses to detect the positions

of the HMD and controllers, as well as additional devices. The HTC VIVE Pro has

some improvements added to the HTC VIVE [30]. The Vive Pro Eye enhances that

with the hardware for eye tracking [31]. Eye tracking can be useful for knowing when

the user is blinking (for locomotion or for menus) and to see what users are looking

at. There are other hardware device to use virtual reality such as the Oculus Rift [22],

Google Cardboard and the Google Daydream headsets [25].

The Hi-5 gloves as seen in Figure 2.6 may be interesting for research. They can

be used for menus, interacting with objects, locomotion, and communication. An
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Figure 2.5: Vive Trackers [27]

interesting menu used to show o� the Hi-5 gloves can be seen in Figure 2.7. These

gloves require some calibration to be used properly. There may be some interesting

ways to use inputs from the user's �ngers and removing buttons may help to preserve

immersion. We have noticed in our testing that they do not seem to use rotations in

more than one axis, except for the thumb. It can tell when the user is closing their

�st, but it does not tell if the user is fanning out their �ngers. This can be bad if

a developer wants to use hands to allow users to communicate with sign language.

Certain gestures are not possible without being able to rotate on more than one axis.

However, we may be able to use gestures for other purposes, such as telling an army

to regroup, opening a menu, giving commands to a virtual pet, or conjuring up a

magic spell. Perhaps the gloves may be more immersive as well.

The VRFree gloves [58] appears to be worth looking into as they say they detect

when the user is spreading their �ngers.
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