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Abstract

In order to provide a method for optimization in multi-agent systems using artificial intelligence (AI), a set of logic rules provides information for traversing options and maximizing expected utilities. This project explores the use of logical decision making in multi-player games, specifically in the card game Euchre. A variety of algorithms implemented herein compare decisions as quickly as possible while still trying to optimize their moves. Based on these comparisons, a better method for optimizing strategies becomes evident. This implementation contains seven AI agents with some slight variations on those AI agents. Two pairs of AI agents will work together against another pair of agents in order to maximize not only their own personal goals, but their team score. The complexity of these agents having to work on a solitary level as well as a team level takes AI to a powerful level. This thesis also presents some promising results, compared to some other Euchre programs, for how AI can cooperate as a team, whether or not the AI type is the same or different.
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Chapter 1

Introduction

1.1 Agent Performance through Artificial Intelligence

A great heuristic in computer gaming measures the ability of the agent to make decisions which optimize gains. However, having a computer agent as an ally turns the tables and a different set of actions and intelligence need to be taken into consideration. All too often in Artificial Intelligence (AI) the “smart” agent optimizes its own gains. This works well in certain situations, but there are times when a more cooperative approach can yield higher gains. This paper takes a look at some basic AI agents in the card game Euchre and how they interact when game-winning decisions must be made. Going a bit further, implementing some cooperative agents demonstrates the true power of two agents who work with one another, maximizing the team’s outcome rather than optimizing individual outcome. This idea has been defined by the Prisoner’s Dilemma [26]. Another book by Millington and Funge and a book compiled by Rabin talk about AI for games (more specifically computer games) and outlines general principles of what agent-based AI is and how to go about using it [24, 27]. Card games remain a popular AI base, frequently studied because they have various qualities which are pivotal for studying and understanding [17, 20, 23]. For example, the most popular trait card games offer is imperfect information. This means that hidden information exists to each player. In
poker, an agent only sees his own cards plus any card flipped on the table or in the discard (if the agent has an ability to remember past events). The other players’ cards and the cards which have yet to be dealt are a probabilistic mystery. Another great trait about card games, especially the trick-taking games, is their turn-based nature. This lays out an order of play and adds to the element of prediction. Having seen what an opponent has played can grant valuable information as to what should be played next. However, most of these games involve personal gains (such as poker, blackjack, hearts, etc.). Euchre remains a bit unconventional in that the two person teams strategize cooperatively in order to optimize their gain, but they still try to observe and counter the opposing team. This paper details various methods to Euchre in order to discover a strategy which will prevail amongst the others. From a random card-tossing agent to a fully-functional, decision-capable agent, certain strategies shine through and there is a clear winner for the agents implemented in Euchre.

1.2 Card Game - Euchre

Euchre is a trick-taking card game that has been around for more than one hundred years [15]. The deck consists of 24 cards (9, 10, J, Q, K, A of each suit). Each of the four player is dealt 5 cards, the 21st card is offered as the trump if a player right of the dealer decides to use that card as trump. The three cards not seen by the players at the beginning of the deal remain unknown and become part of what is called the kitty. If the trump card is ‘ordered up’, that suit immediately becomes the trump, the dealer collects that card, and must discard another card in order to again have five cards in his/her hand. The Jack of the trump suit becomes the strongest card in the game, the Jack of the off-suit (same color, different suit) becomes the second highest, and the other cards in the trump suit follow: A, K, Q, 10, and 9 (Figure 1.1 illustrates this). Once a player chooses a suit and declares it as the trump, the team which calls the suit becomes the ‘makers’. The goal at this point shift into the makers having to collect at least three
tricks in order to obtain points. If the makers gather all five tricks, they receive 2 points; if they get three or four tricks, they receive 1 point; however, if the makers only get one or two tricks, the opposing team receives 2 points for ‘setting’ the making team.

Figure 1.1: The best 5 cards in the game when spades is trump. (image from Wikipedia)

As game play starts, the dealer chooses a card with which to start. This card determines the lead suit. In order for a play to be considered legal, other players must follow this suit if possible; otherwise, any card may be played. Once all players have played a legal card, the highest card in the trick wins (trumps beat the lead suit, the lead suit beats other non-trump off-suits, and higher card values beat lower card values). One interesting thing about Euchre is that the Jack of the trump suit and the Jack of the side suit (same color as the trump) are the two highest cards in the game, respectively. The winner of the trick then collects the trick and may commence the next trick with a card from its hand. Play continues in this fashion until all tricks have been played and collected. At this point, the total tricks taken by the team reward the number of points as mentioned above. Play continues in this fashion, rotating the dealer, until a team has 10 or more points; this team is the winning team [10,33].

1.3 AI Implementation

Now that the game of euchre has been outlined, the ideas behind the AI can be discussed further. When considering the agent’s necessary information state in order to make a
decision, the following items need to be taken into consideration:

- The basic rules
- The hand
- The cards played so far this hand
- The trump/lead
- The values of the cards

By analyzing this information, the agent has the capability to make a more informed judgement call when following the decision tree method for selecting a card to play. The basic rules restrict the players to only selecting valid cards to be played out of their current hand. The cards which have been played are important because they give an agent more complete information on which cards stay hidden in players’ hands. For example, if the Jack of the trump suit has been played, an agent need not worry about the Jack of the side suit being beaten by any other card. The trump and lead are extremely important when the AI is selecting a card to play because it skews the worth of the cards. For example, if an agent has more cards of the lead suit, they are worth more now than if the previous trick had a different lead suit. The heuristic is the most important part of the AI. It encompasses most of the above information in order to evaluate which card would be the best to play. For this project, a basic table of heuristics is given by Figure 1.2.

<table>
<thead>
<tr>
<th></th>
<th>9</th>
<th>10</th>
<th>J</th>
<th>Q</th>
<th>K</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>♠</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>♥</td>
<td>100</td>
<td>200</td>
<td>1500</td>
<td>400</td>
<td>500</td>
<td>600</td>
</tr>
<tr>
<td>♦</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>♦</td>
<td>1</td>
<td>2</td>
<td>1000</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 1.2: The card values for a trick with hearts as trump and clubs as lead.

The values determined in Figure 1.2 are computed dynamically using simple multiplication and division based on what a player chose as the lead suit and which suit was
set as the side suit from this decision. These values differ slightly when the trump suit and the lead suit are the same. In order to really optimize how these heuristics work, this project uses various methods of rule induction to provide condition-action rules, decision trees, or other structures [21]. Chapter 3 further discusses how these values are used in order to make a decision on which card to play.

The following section of this thesis will introduce the reader to some key terminology necessary in order to understand this work. After that, a look into some related work will provide the reader with some information about comparative methods and other such research projects from which this thesis has been derived. Then the methods and implementation of each of the agents in this thesis will be outlined so as to draw comparisons and conclusions. Nearing the end, there is some analysis of the methods and some information about why a certain agent performed well or performed poorly. Finally, future directions for this project are discussed as final conclusions are drawn.
Chapter 2

Related Work

2.1 Games and Computing

Since at least 1950, games have been used to look into various fields’ problem solving [6]. Computers implement games; effectively measuring and analyzing strategies. Games have played a large role in such fields as probability theory, problem solving, artificial intelligence (AI), etc. [18–20,25]. Also, within the realm of AI, various types of intelligence have been analyzed; such as reinforcement learning, neural networks, Markov decision processes, opponent modelling, pruning techniques, etc. [4,13,32]. When it comes to AI, the state space is an extremely important structure and the analysis of this structure in order to extrapolate information becomes a very detailed process. Some ideas for this thesis were inspired by the ability to improve state space evaluation as proposed by Buro et al. [8].

It seems that nearly every aspect of gaming has been analyzed to a certain degree. Most of the time the research topic at hand takes a deeper look at optimizing strategies or maximizing personal gains. With all of the various genres of games at hand, generalizing a strategy proves to be an extremely daunting task. Even though it may be daunting, there has been quite a bit of work done in the field of card gaming [11] which has been similar to that of computing [30].
2.2 Card Games

From a generic viewpoint on card games, Jonathan Schaeffer speaks about the difficulties associated with imperfect information games. He says that “programs must deal with incomplete knowledge, multiple competing agents, risk management, opponent modeling, and deception” [30]. Although these are all very true of Euchre, not all of them will be addressed in this thesis.

In 1983, Jack Mostow reasearched a concept in which he coined a term about how to make advice ‘operational’. He defines operational as the final product of converting non-operational advice (such as “don’t lead a suit in which some opponent has no cards left”) into an executable procedure [25]. The reason advice is non-operational in this example is because the player cannot see the opponents’ cards and therefore cannot make an educated guess based on this. His research creates a set of logic-based rules which combine non-operational items into a conditional statement, thereby making them operational. His research is a great example of taking a fresh look into the logic behind AI in card gaming (whether it be gambling, trick-taking, etc.). Since this paper, various other authors have looked into the methodology of card games and how to create a strategy for optimization of some sort. In 1998, two papers were written about research which delved into the analysis of two very popular card games: bridge and poker [4,31].

The paper on Bridge by Smith et al. outlines planning techniques for the championship of computer bridge [31]. The bridge agent described in this paper succeeds in furthering the significance of AI planning systems. The thorough research from this paper aided the design of this thesis by illustrating the importance of every aspect of a game and how to look at them in order to determine the best possible method of action. The bridge player uses a game tree to evaluate a turn based on a weighted average. Although this method demonstrates robust methods for determining what to play, it does not give much insight as to how to assist a partner.

Further research by Billings et al. investigates opponent modeling through the
popular game of poker [4]. In their research, Billings et al. defines opponent modeling as being able to “determine a likely probability distribution for your opponent’s hidden cards” [4]. However, the paper looks into the modeling and not into the other, more in-depth, characteristics that might better the player’s ability for success; such as aiding a teammate.

In 2001, two theses were written about Euchre, however, they just scratch the surface of computational programming. A thesis by Wright takes analyzes the math in Euchre including the shuffling phase and the dealing phase [35]. Although these might be helpful in creating a database for the cards a player could be holding, the redistribution and sheer magnitude of the various deals creates a computation mess. The second thesis by Holmes creates four agents for Euchre. However, all four of the agents base their decision processes on reinforcement learning [14]. This leaves little room for improvement in the way of cooperative gaming since all of the agents are looking for and noting most of the same strategies while trying to optimize personal gains.

Another thesis by Livingston [22] considers the implications of reinforcement learning in Cut-Throat Euchre and Sergent-Major. These games pose similar problems to regular Euchre and the strategies are extremely comparable. His results show that after about 200,000 games, the percent of games won increase around 2% (28%, up from 26%, wins for one type of agent and 36%, up from 34%, for the other). He discusses his results and mentions that although reinforcement learning might not be the most effective manner by which to train an agent, it still shows improvement. His ideas helped direct these methods of playing in order to find a great strategy overall rather than trying to develop one on its own. This thesis outlines a structure which takes advantage of both of these concepts to create a new kind of player with a special twist.
2.3 Existing Euchre Programs

Various types of Euchre programs exist in the world, but very few are open for comparison. The following outlines two different Euchre programs which were made available through the Internet.

2.3.1 Bid Euchre

The first program Bid Euchre was written by John Ratliff in August of the year 2005 [28]. Bid Euchre was written in C++ and has one AI agent within the game. The methods and decision processes of this agent are very similar to two of the basic agents mentioned in this thesis (HIGH and LOW). Bid Euchre uses various functions to calculate a score, determine whether or not to take a trick, and then has four functions for selecting a card: selecting high, selecting low, selecting the best lead card, and selecting the lowest trump.

2.3.2 Euchre 0.7

Another program for Euchre called Euchre 0.7 contains three different levels of AI; easy, medium, and hard. This program was written in C++ by Nathan Buckles in February 2002 [7]. This program explores a wide variety of methods and grows increasingly complex as the AI agents become more difficult. The easy agent has a very elementary thought process; win when it can, otherwise play low. This method is similar to the HIGH agent with an added case. It also does not contain nearly as many cases for processing information in order to obtain the most suitable card.

The second agent implemented in Euchre 0.7 is the medium difficulty agent. The processes of this agent are very similar to that of the easy agent; however, now the agent takes turn order into effect. This causes the agent to play a little more like the HIGH! agent rather than the HIGH agent.

The hard agent gets much more complex in its methods. On top of the methods described above, this agent looks for ‘hints’ from its partner for a card to play as well as
analyzes the cards which have been played and are still unknown.

2.4 Cooperative Play

Reputable agents have been made for card games; however, most card games base their heuristics on the premises of optimizing personal gains in order to win. A paper on multi-agent systems by Carmel and Markovitch takes an in-depth look into the methodology of opponent modeling in such a system [9]. However, as the name implies, the agents who are modeled in this paper are always opponents. The paper goes on to mention the problem of modeling is difficult because it relies on the strategies of the other agents.

This thesis explores methods in cooperative play (rather than oppositional) and does not create a dependency between the strategies of agents. These ideas help in creating a more independent agent who adapts to any given situation within the game of Euchre rather just being able to model an opponent or plan for itself.

A method proposed by Frank and Basin searches for an equilibrium point for the players (which they call ‘exhaustive strategy minimisation’) [12]. Although this proved to be a strong strategy, the ‘exhaustive’ quality of their model seems to be a bit too elementary for the methods mentioned in this paper. This being because the exhaustive search will not allow for quick decisions and cannot be extrapolated into games other than bridge or fields.
Chapter 3

Methodology

One of the most basic methods for good play in Euchre is to take as many tricks as possible (whenever possible) to ensure that the other team does not gather them. This strategy works really well for the most part, but it misses out on a couple of key problems that arise during the game as far as teamwork and formulation of a decision goes. This thesis discusses the amount of information available in Euchre for a given agent at any point in the game. This information reinforces the importance of how an agent thinks as well as its ultimate decision. Because this game operates in imperfect information, only certain methods are going to be effective in choosing a card to play. For example, an agent based on mathematical fact (aside from probability) is not going to be able to make a very educated choice because cards have not been played and are therefore unknown in the state space. Because of this lack of information, methods such as concentrating on personal gains, Markov Decision Processes (MDP), and logic based decisions may be used.

The rest of this chapter will talk about the various types of AI implemented in this thesis. This chapter will be starting from very basic agents who pick a card from their hand based on simple math, building through more complex methods involving turn order, and ending with complex agents who have very detailed decision processes.
3.1 Simple Rule Base - High, Low, and Random

The first and most basic of the elementary methods involves picking a card based on the hand which was dealt. Within this method, four different decision models create a solid foundation of AI agents. The first three being fairly basic and the last one being a bit more complex. The first agent contains no special strategies and just plays a random card from its hand (under the constraints that the card is considered a legal move). This agent will henceforth be referred to as RANDOM. After this agent was up and running, the models gain a more concrete set of rules to decide a card. A ‘play high’ and a ‘play low’ agent were added to the game. As one might think, the ‘play high’ (HIGH) agent always plays the highest valued card in its hand and the ‘play low’ (LOW) agent always plays the lowest valued card in its hand.

3.2 Complex Decision Processes

From here, the agents got a little more complex. The next agent is a combination of the HIGH and LOW agent which has been given the name ‘high with caution’ (HIGH!). The main ideas behind this agent are decided, in order, as follows:

- Look at the cards that have been played in the trick.
- If your partner has played and is winning, let it win and do not play high.
- If your partner has played and is losing, try to win and look at the rest of the cards.
- If another card is better than all of the cards in your hand, play low and dump (play a low point) a card.
- If you have a card that is higher than the two opponents’ card, play high and win the trick.

Looking at the HIGH! agent, the complexity of adding the HIGH and LOW agents together and looking at the trick rather than just selecting a card from your hand creates a
much smarter and more formidable agent. Because the HIGH! agent looks at the whole trick on the table rather than just the cards in its hand, the ability of this agent to make more informed decisions increases. The HIGH! agent also implements a basic idea of looking at how well its partner is faring and tries to accommodate this. Although this cooperation is minimal, it still demonstrates the power of having an agent who will aid the team rather than an agent whose main goal is self-serving.

3.3 Markov Decisions Processes

Heading a different direction than the simplicity of just picking a card, the next agent takes a deeper look into probabilistic mathematics in order to make a decision. More specifically, this agent uses Markov Decision Processes, albeit at a very basic level, to determine what the probabilities are for its own hand being strong compared to the rest of the agents and how likely it might be that playing a card will result in taking that trick. Markov chain simulations are a way to infer an action to take based on sets of evidence and state spaces [29]. This agent (from now on MDP) keeps track of all of the cards which have been played as well as those which remain unknown. In the beginning, the MDP agent knows little of the game other than the cards (and the worth of said cards) within its own hand. The other crucial piece of information that MDP knows is the value of all of the cards in the deck, and thus the summation of these values; obtaining a total value for the deck. Using this value and the value of MDP’s own hand, the agent can determine the probabilities of winning based on playing a given card from within the hand. Once the trick and cards within the hand have been analyzed and compared to the deck based on what has been played and what has yet to have been played, the agent decides to either play high or low based on the probability of winning that hand. This decision pivots on a threshold. In this instance the game has four players, the threshold has been set to 0.25; meaning that if the cards which the agent hold make up more than 25% of the points of the entire deck or what is left of it, then it would be beneficial for the agent to try and
win the trick. The formula for MDP decision is given below:

\[ x_t = \sum_{i=1}^{24-n} c_i - \sum_{p=24-n+1}^{24} c_p \]

where \( x_t \) is the total number of points left over (from Figure 1.2. The number of cards played \( n \) is used to differentiate between the two sums. The points of a given card \( i \) which is still in play is given by \( c_i \) and the points of a card \( p \) which is not in play is given by \( c_p \). If \( n = 24 \) the first summation is ignored and if \( n = 0 \) the second summation may be disregarded. The value for the number of cards in an agent’s hand is as follows:

\[ x_h = \sum_{i=1}^{5-m} c_i - \sum_{p=5-m+1}^{5} c_p \]

The formula compares to the previous formula, however here \( x_h \) represents the points in the agent’s hand, and \( m \) represents the cards which have been played from the agent’s hand. Using these two values, the following function for deciding a move is constructed based on the threshold value \( \tau \):

\[ f(n) = \begin{cases} 
\text{play high} & \text{if } (x_h/x_t) \geq \tau \\
\text{play low} & \text{if } (x_h/x_t) < \tau 
\end{cases} \]

For these experiments, a \( \tau \) of 25% is used. Every trick played will update the values for the cards which remain. Because of this, the MDP agent works more dynamically than the previous agents in obtaining a decision; however, the MDP agent also acts very selfishly and only makes choices based on its own probabilities and gains.

Figure 3.1 gives the general idea behind an MDP. The prior probability is what environmental evidence and probability the agent has to win at the start of the hand. The prior probability for Euchre is going to be the evaluated heuristic of the player’s hand compared to the overall heuristic of the cards in the state space (all the cards in the deck). This probability is calculated from the above formula. As more and more cards are
played, the environmental evidence becomes more and more sound and the probability of what cards remain decreases and becomes a certainty; therefore, the agent’s decisions at the end can be more precise when determining what card to play.

![Figure 3.1: The decision process behind MDPs.](image)

Based on this information, an agent is able to make a decision on what the best card would be to play. Specifically, the agent is able to use the comparison of his/her hand with the remaining cards to determine whether to play conservatively (a low-valued card) or aggressively (a high-valued card). In this implementation, if an agent surpasses a threshold percentage (25%), then it would be best to play a high card because their chance of winning exceeds that of the four agents at the given point in time. On the other side of the coin, if the agent’s probability falls within the sub-25% range, then it would be more beneficial to play low in order to conserve the higher valued cards until the probability of winning is greater than the threshold.

As a prime example, Figure 3.2 illustrates the first player deciding which card to play. This agent’s hand has summed to more points compared to the deck’s value: about 60% (which is expected since this agent has the two strongest cards for this hand: ‘Jack of Clubs’ and ‘Jack of Spades’). Because of this reasoning, it makes sense for this player to play high because even after the ‘Jack of Clubs’ has been played, this player still has a 27% to win the next trick based on the values of his hand and the deck (which is still
over the threshold). The ‘Self Value’ and the ‘Deck Value’ found in Figure 3.2 are from $x_h$ and $x_t$, respectively.

![Figure 3.2: The first turn example using Markov decisions.]

However, looking at Figure 3.3 illustrates when a player might want to play lower to be more conservative. Because the ‘Jack of Clubs’ is no longer a threat, the deck’s value has been decreased by the heuristic of the missing card. Therefore, the player’s probability based on his/her own value only gives a 22% chance of winning a trick. This settles below the threshold and warns the agent to play low and wait until he/she has a better chance at taking the trick. A flaw with the notion of method exists; which will be discussed in the analysis chapter.

Based on the implementation of this MDP, an agent exhibiting these decision options is expected to play rather similarly to the HIGH! (high with caution) agent because of the ability to differentiate between when to play a high card and when to play a low card. All of these implementations will be discussed further in the next few sections.
3.4 User Friendly

Although the MDP agent seemed to make very beneficial decisions, it works in a manner which creates problems for allies. These problems include such items as misleading information during a trick and disregarding the partner’s probabilistic hand. In order to alleviate these issues, a new agent is introduced whose primary goal is to cooperate with its partner so the team can maximize their gains. The ‘User Friendly’ (UF) agent uses a data structure called the \texttt{chanceChart} to maintain the percent probability of a given player having a card at any given time.

![Figure 3.4: A chanceChart after a few rounds of play.](image)
Figure 3.4 represents the three-dimensional array of probabilities for all players and all cards in the deck. (please note that this representation is just for explanatory purposes and ‘might’ not be a possible chart) The first dimension of size four holds the information for all four players, including itself. The second dimension hold the suit and the third dimension determines the rank of the card. For example, if we access the array at position (2,4,5) we might be referring to the probability that the second player has the King of Clubs (assuming that 2 = second player, 4 = Clubs, and 5 = King). As a side note, this chance chart is specific to each player. This means that each player given the UF method of thinking has its own chart containing everyone’s information. In general, the chart will give a 1.0 probability to a card that is guaranteed to be held by a player, a 0.0 to a card that is guaranteed not to be held by a player, a -1.0 for a card which a player has already used (this helps in calculating probabilities for having a suit left or not), and a number in the range of (0.0, 1.0) representing the probability that a player is holding a card at a given point in the game. This chart will monitor cards played and assign those a 0.0 probability. It will also monitor and react when an agent plays something other than the lead suit and will update the probabilities of that agent having any of that suit to 0.0 (unless it is the Jack of trump or the Jack of the side suit). With the employment of this chanceChart, the UF agent also has a set of rules on which it runs to determine the best course of action. The UF implementation runs on these four basic precepts:

1. Monitor all card flow and maintain probabilities (card counting).

2. Choose a course of action based the position of play at the table.

3. Assist the partner at any cost.

4. Determine if opponents can be bested.

These ground rules create a ‘smart’ methodology for thinking. Not only does the agent consider all possibilities for cards, but it also places its partner on a pedestal and plays in any way possible to assist it. The UF agent may be analyzed at one of four playing points as outlined below:
1. First to play

(a) If your partner is out of a suit, play low in that suit, hoping that the partner can trump.

(b) Otherwise, see if your partner has a high chance of winning in a suit (based on the probabilities).

(c) If he has a good chance, play that suit.

(d) Otherwise, play a high card in the hopes that you can win the trick.

2. Second to play

(a) Compare the strength of the previous player’s card with the probabilities of the other agents.

(b) If the partner is strong in the lead suit, play low and let it win.

(c) If the partner does not have that suit:
   
   i. If the suit is the trump, play high to win.

   ii. Otherwise, play low and allow your partner the chance to trump.

(d) If you can beat the first player, play high and attempt to win.

(e) Otherwise, play low

3. Third to play

(a) Compare the strength of the previous players’ cards with the probabilities of the other agents.

(b) Since one is your partner, check to see if your partner is winning.

(c) If your partner is winning, check the final player to see if he might have a card stronger than your partner.
   
   i. If he does, play high and try to beat the last player.

   ii. Otherwise, play low and let your partner win.
(d) If your partner is losing, check probabilities and play high.

(e) Otherwise, play low and dump a card.

4. Last (fourth) to play

(a) Compare the strength of the previous player’s card with the probabilities of the other agents.

(b) If your partner is winning, let it win.

(c) Otherwise, check and see if you can win:
   i. If you can win, play high.
   ii. Otherwise, play low.

This method takes a huge step in creating an agent who performs more intelligently. This advanced strategy hones in on the stronger aspects of a trick-taking game, but also respects the bond created by having a partner. However, the problem with having an agent who acts too politely results in more aggressive players tending to trample over the cautious agent (this will be discussed further in the results section).

3.5 Hybrid User Friendly

The problem of having an overly cautious agent becomes evident when playing an aggressive agent. The aggressive agent tends to dominate play, especially if this agent has a particularly strong hand. This issue may be fixed by creating an agent who is both aggressive and cautious. The newly created ‘User Friendly 1.5’ (UF.5) agent combines the aggressive behavior of the HIGH! agent and the cautious play of the UF agent to create a more well-rounded agent who adapts given any situation. The UF.5 agent also retains the chanceChart from the UF agent. When it comes time to play, the UF.5 agent utilizes the threshold idea from the MDP agent, calculating its probability of doing well. If UF.5 can perform well, then it will choose to be more aggressive and if UF.5 does not have a good
hand, then it will play according to its cautious rules. Ideally this will create an even more dynamic agent who can adapt to any situation based on the available information presented in the state space.
Chapter 4

Implementation and Data Collection

For each figure in this section, a comparison will be shown between two methods, and the numbers used for comparison are the average number of points earned by the team in the game and the number of games won in a 31 game competition. Unless otherwise noted, the teams contain partners of the same strategy. The teams are divided into their respective columns in each figure and the average points and the number of games won is taken over the 31 different trial runs. Note: A game of Euchre can be won with 11 points if the winning team gains 2 points on the last hand with a score of 9; at times this increases the average points earned, but overall the scores normalize.

4.1 Simple Rule Base

The simple rule base data compares the three possible combinations of an AI pitted against a different AI. Figures 4.1, 4.2, and 4.3 show the comparisons for each of these. As expected, the LOW player did not fare too well against the HIGH and RANDOM players. For the competitions against LOW, the HIGH agent was able to a bit better than RANDOM as far as the number of games won, but the difference in average points from the HIGH/LOW game (9.742 to 5.516) was more than the points from the RANDOM/LOW game (8.903 to 7.129). As these results show, the scores against the HIGH player fared
much better than the RANDOM agent. However, the interesting result came from the game with RANDOM agent against the HIGH agent (as seen in Figure 4.1). Because HIGH has more knowledge and is a circumstantially more aggressive in taking the tricks in order to win, this AI agent was expected to perform better than the RANDOM agent. The comparison of the number of games won being off by only one with RANDOM being greater than HIGH was rather interesting. The reasoning behind this is analyzed in section 5.1.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Highest</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Points</strong></td>
<td>8.226</td>
<td>7.452</td>
</tr>
<tr>
<td><strong>Games Won</strong></td>
<td>16</td>
<td>15</td>
</tr>
</tbody>
</table>

Figure 4.1: A comparison of RANDOM vs. HIGH.

<table>
<thead>
<tr>
<th></th>
<th>Highest</th>
<th>Lowest</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Points</strong></td>
<td>9.742</td>
<td>5.516</td>
</tr>
<tr>
<td><strong>Games Won</strong></td>
<td>25</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 4.2: A comparison of HIGH vs. LOW.

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Points</strong></td>
<td>7.129</td>
<td>8.903</td>
</tr>
<tr>
<td><strong>Games Won</strong></td>
<td>9</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 4.3: A comparison of LOW vs. RANDOM.

### 4.2 Adding Complex and Markov Decision Processes

After adding the two complex methods of decision making (the HIGH! and MARKOV processes), there became quite a few more comparisons to analyze. The first set of data collected (Figures 4.4, 4.5, and 4.6) was a comparison of HIGH! against the rest of the other agents. The result here were very impressive. The HIGH! agent was able to defeat the other types of AI in more than 80% of the matches for all types. One of the most
impressive games was HIGH! vs. RANDOM. Although the RANDOM agent was able to do really well against the HIGH and LOW agents, the combined knowledge of these two in HIGH! was able to beat RANDOM 27-4 with an average number of points per game 3.871 points in favor of the high with caution agent.

<table>
<thead>
<tr>
<th></th>
<th>High!</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>9.323</td>
<td>5.355</td>
</tr>
<tr>
<td>Games Won</td>
<td>26</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 4.4: A comparison of HIGH! vs. HIGH.

<table>
<thead>
<tr>
<th></th>
<th>High!</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>10.000</td>
<td>6.129</td>
</tr>
<tr>
<td>Games Won</td>
<td>27</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4.5: A comparison of HIGH! vs. RANDOM.

<table>
<thead>
<tr>
<th></th>
<th>High!</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>9.806</td>
<td>4.484</td>
</tr>
<tr>
<td>Games Won</td>
<td>29</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 4.6: A comparison of HIGH! vs. LOW.

The results found in Figures 4.7, 4.8, and 4.9 match up the MARKOV agent with the basic three other AI implementations. These were not nearly as strong as the results from the HIGH! agent. In fact, both RANDOM and LOW agents were able to beat the MARKOV agent; counter-intuitively, the MARKOV agent was able to beat the HIGH agent. The games wherein the MARKOV agent was against the RANDOM and LOW agents were extremely close, both ending in a 15-16 score for the number of games won. However, one promising piece of information about the MARKOV method is the average number of points. The numbers for this agent compared to each of the three opponents was always in the range of 8 to 9, which is very good for losing a game of Euchre and shows just how close the games really were.
The final comparison for these slightly more intelligent agents is between the HIGH! and MARKOV agents (Figure 4.10). With an average number of points of 9.226 and a number of games won of 23 out of 31, the HIGH! agent is clearly much stronger than the MARKOV agent, being able to keep the MDP agent at a low average number of points of just 5.968 per game.

<table>
<thead>
<tr>
<th></th>
<th>Markov</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.032</td>
<td>8.484</td>
</tr>
<tr>
<td>Games Won</td>
<td>15</td>
<td>16</td>
</tr>
</tbody>
</table>

Figure 4.9: A comparison of MARKOV vs. LOW.

<table>
<thead>
<tr>
<th></th>
<th>Markov</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.065</td>
<td>8.065</td>
</tr>
<tr>
<td>Games Won</td>
<td>15</td>
<td>16</td>
</tr>
</tbody>
</table>

Figure 4.8: A comparison of MARKOV vs. RANDOM.

<table>
<thead>
<tr>
<th></th>
<th>Markov</th>
<th>High!</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.903</td>
<td>9.226</td>
</tr>
<tr>
<td>Games Won</td>
<td>22</td>
<td>23</td>
</tr>
</tbody>
</table>

Figure 4.7: A comparison of MARKOV vs. HIGH.

<table>
<thead>
<tr>
<th></th>
<th>Markov</th>
<th>Markov</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.065</td>
<td>5.968</td>
</tr>
<tr>
<td>Games Won</td>
<td>15</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 4.10: A comparison of HIGH! vs. MARKOV.

4.3 User Friendly Agent

After implementing the UF agent, a comparison was made between a team of two UF agents and a team of two of some other type of agent. The results here were very promising. First, the UF agent competed against the 3 basic agents (RANDOM, HIGH, LOW) to see how it would fair against them. Figures 4.11, 4.12, and 4.13 demonstrate how
the UF agent was able to succeed against each of these agents with a win percentage of 67.74%, 74.19%, and 70.97%, respectively.

<table>
<thead>
<tr>
<th>User Friendly</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.806</td>
</tr>
<tr>
<td>Games Won</td>
<td>21</td>
</tr>
</tbody>
</table>

Figure 4.11: A comparison of UF vs. RANDOM.

<table>
<thead>
<tr>
<th>User Friendly</th>
<th>Highest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>9.452</td>
</tr>
<tr>
<td>Games Won</td>
<td>23</td>
</tr>
</tbody>
</table>

Figure 4.12: A comparison of UF vs. HIGH.

<table>
<thead>
<tr>
<th>User Friendly</th>
<th>Lowest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>9.355</td>
</tr>
<tr>
<td>Games Won</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 4.13: A comparison of UF vs. LOW.

The outcome here was to be expected. The most basic AI agents are not going to fare too well against a more complex and thoughtful agent. The three basic agents were extremely comparable against the UF agent in terms of how close the other agents’ scores were while the UF agent was able to do rather well. The next two comparisons with the UF agent are against the HIGH! agent and the MDP agent. The MDP agent turned out to be similar to that of the basic agents. The HIGH! agent completely dominated the UF agent wherein the UF agent had a win percentage of 35.48%.

<table>
<thead>
<tr>
<th>User Friendly</th>
<th>HIGH!</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>7.419</td>
</tr>
<tr>
<td>Games Won</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 4.14: A comparison of UF vs. HIGH!.

The low win percentage from the MDP process in Figure 4.15 required some reworking to the agents in order to create an agent that will fair well against all agents rather than just most of them. The thought process here was to figure out why the HIGH! agent
was doing so well and to incorporate that into how the UF agent was playing as these are the two strongest of the available agents. Since the major difference between these two agents was that one was extremely aggressive and the other was very cautious, the idea was to create an agent that held both of these traits, but was able to exploit when to use one over the other. This was the basis for the creation of the UF.5 agent. However, before looking at the numbers for the UF.5 agent, this paper will compare some of the ‘Mixed-Agent’ teams (since the UF.5 agent was born of these comparisons).

### 4.4 Mixed-Agent Teams

In order to truly look at the power of the agents working as a team, the final type of teams are those wherein the agents on a single team do not necessarily need to be the same type. As a quick first comparison, Figure 4.16 illustrates a team with agents HIGH and LOW with the opposing team as two RANDOM agents, since random was able to prevail out of the three basic types of AI. Surprisingly, the mixed team of HIGH/LOW was able to beat the RANDOM agents 18-13 although their average points per game were not too far off. The reasoning behind this most likely because the HIGH agent claims the tricks in the beginning of the hand by dumping the higher point cards first; whereas the LOW agent has a more conservative approach and tries to hold on to the more powerful cards until the end. This overall strategy was able to perform substantially better than the team of HIGH agents or the team of LOW agents against a team of RANDOM agents. The idea behind these two agents working in a sort of symbiosis helped in developing the strategy of the UF.5 agent based on the cooperative efforts of the HIGH and the LOW agents.

Because of the surprising results from Figure 4.16, the next comparison was to take
the teamwork of the complex MARKOV and HIGH! players and to match them against the HIGH/LOW combination. As expected, the more complex team was able to beat the basic AI team in about 65% of the matches and the average points per game was much more impressive at 9.000 for the more developed AI team.

To complete the three types of tests, the two teams which have not combatted yet (MARKOV/HIGH! with the RANDOMs) are the last two teams to be examined. Because of the evidence from the previous two games, it is not too surprising that Figure 4.18 shows how much stronger the complex team operated against the basic team of random; again their average points are 9.000 per game.

The results from this data might seem like a miscalculation in most cases. For example, the HIGH! was not foreseen to do nearly as well as expected and the MARKOV implementation was predicted to do a little better than anticipated. After looking at these basic mixed teams, more information was be extrapolated to see how a UF agent would
fair with the surprisingly strong HIGH! agent. The next two comparisons are exactly that; a combination of UF and HIGH! with other agents to see how strong they are together. Tests were run against all agents, but the the key teams here are against a team of two HIGH! agents and against a team of two UF agents. Figures 4.19 and 4.20 illustrate these teams against one another.

<table>
<thead>
<tr>
<th></th>
<th>User Friendly</th>
<th>HIGH!</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>6.613</td>
<td>8.516</td>
</tr>
<tr>
<td>Games Won</td>
<td>10</td>
<td>21</td>
</tr>
</tbody>
</table>

Figure 4.19: A comparison of UF/HIGH! vs. HIGH!/HIGH!.

<table>
<thead>
<tr>
<th></th>
<th>User Friendly</th>
<th>UF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.452</td>
<td>7.710</td>
</tr>
<tr>
<td>Games Won</td>
<td>19</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 4.20: A comparison of UF/HIGH! vs. UF/UF.

The team combating the HIGH! agents seemed to do about the same as a UF vs HIGH! game, but the team against the UF agents showed the power of being aggressive from time to time. Though, when is it important to be aggressive? When is it good to be cooperative? This idea brought about the idea for an agent that can be either. Thus, the UF.5 agent was created. The final piece in this section demonstrates the power of the combination agent.

### 4.5 Hybrid User Friendly

The hybrid agent created for testing purposes is, as previously mentioned, named UF.5 and combines the aggression of the HIGH! agent with the cooperation of the UF agent. The outcome of which was rather astounding. The following figures (4.21 - 4.26) illustrate two UF.5 agents playing against pairs of all of the other agents.
The first three games are nothing too special since they are against the three basic methods of thinking for this game. The UF.5 is finally able to best the HIGH! agent by approximately 16 percentage points (58% wins by the UF.5 agent compared to 42% wins by the HIGH! agent) and the UF.5 agent is able to perform better against the regular UF agent as well. These numbers surpass the average UF’s performance (more discussion in Section 5.1). However, these statistics in cooperative and aggressive AI demonstrate why
data should be collected and how a certain AI should never be under- or overestimated. This information provides quite a bit of incentive to do future work which may be found in Section 6.1.

4.6 Existing Program Comparison

The preexisting Euchre programs were very helpful in evaluating the ability of the various agents in this thesis. First, the Bid Euchre program was tested. The UF agent was able to very well against Bid Euchre, even though the point spread was rather close (as seen in Figure 4.27). Next, Bid Euchre played against the UF.5 implementation for 31 games; the results may be found in Figure 4.28.

<table>
<thead>
<tr>
<th></th>
<th>UF</th>
<th>Bid Euchre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>7.986</td>
<td>7.621</td>
</tr>
<tr>
<td>Games Won</td>
<td>20</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 4.27: A comparison of UF vs. Bid Euchre.

<table>
<thead>
<tr>
<th></th>
<th>Hybrid UF</th>
<th>Bid Euchre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.315</td>
<td>7.463</td>
</tr>
<tr>
<td>Games Won</td>
<td>20</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 4.28: A comparison of UF.5 vs. Bid Euchre.

The UF.5 implementation was able to beat the Bid Euchre agent in 64.52% of the games. Taking an analytical approach as to why, it seems that the methods for calculating the values of cards and the narrow search were probably the reason. The cards value in Bid Euchre range from 100-600 (from 9 to Ace) with a slight varied amount for the Jack of Trump (800 points) and the Jack of the off suit (700 points). After this, a flat 1000 points was added for any card from the trump suit. This means that all of the cards have a rather high value. This causes little to no emphasis on the cards that are not in the trump or even in the lead. This subtle difference causes large differences in the worth of cards. The other item was the small space of available moves and information utilized by
the agent. Looking at the value of a card is a good strategy, but it only goes so far when trying to determine the moves of the opponents and the moves of the partner.

After testing the Bid Euchre program, the Euchre 0.7 program was analyzed. Figure 4.29 and Figure 4.30 illustrate the results from a 31 game competition.

<table>
<thead>
<tr>
<th></th>
<th>UF</th>
<th>Euchre 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.973</td>
<td>7.241</td>
</tr>
<tr>
<td>Games Won</td>
<td>22</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 4.29: A comparison of UF vs. Euchre 0.7 on easy.

<table>
<thead>
<tr>
<th></th>
<th>Hybrid UF</th>
<th>Euchre 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>9.157</td>
<td>6.583</td>
</tr>
<tr>
<td>Games Won</td>
<td>23</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 4.30: A comparison of UF.5 vs. Euchre 0.7 on easy.

The downfall of the easy agent was how limited its decisions were. The UF agent was able to beat Bid Euchre 70.96% of the time. The simple decision process of this agent continued to show with the 74.19% win percentage for the UF.5 agent. Following the games against the easy agent, the medium agent was also tested in a bout of 31 games. The results in Figure 4.31 and Figure 4.32 demonstrate this by the fact that the win percentage for the UF and UF.5 agent had dropped to 54.84% and 61.29%, respectively. Although this win percentage is still good (and quite strong for the UF.5 agent), it is clear that adding complex decision processes to an agent benefit the outcome greatly.

<table>
<thead>
<tr>
<th></th>
<th>UF</th>
<th>Euchre 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Points</td>
<td>8.127</td>
<td>7.635</td>
</tr>
<tr>
<td>Games Won</td>
<td>17</td>
<td>14</td>
</tr>
</tbody>
</table>

Figure 4.31: A comparison of UF vs. Euchre 0.7 on medium.

As the agents from Euchre 0.7 get progressively better, the percentages reflect the change. The final test from the Euchre 0.7 program was against the hard agent. This agent greatly surpasses the skill of the HIGH! agent and is extremely comparable to the UF or UF.5 agent. Figure 4.33 illustrates that the UF agent’s relaxed attitude in playing
was beaten by the hard agent in Euchre 0.7 most of the time. These newly implemented actions for the Euchre 0.7 hard agent cause the UF.5 agent to only win about half of the time. Figure 4.34 illustrates their similarities based on the win percentage of 51.61% for the UF.5 agent.

This final competition of 31 games proved to be quite a daunting task for the UF.5 agent. Even though a lot of their methodology was the same, there were still some slight differences in the details and what each agent observed and used to its advantage.

Overall, the UF.5 agent was able to beat all of the other agents with which it was competing for this thesis. The methods of these other open-source projects was very similar to some of the agents described herein; however, the minute details of what one method valued over the other were different. These details demonstrate the strength of one aspect of the game when compared to another. Based on these results, there is not a clear aspect which is the most important. The results do show that the strength of the agent can be determined by the utilization of the details found within the game.
Chapter 5

Analysis

5.1 Overview

From a generic standpoint, Euchre is a game about trick-taking. It differs from some other trick-taking games in that the number of tricks bid does not matter; the main goal being that you take more than two of the tricks in order to receive points. Based on this simple idea, one would believe that a strong method to playing this game would be to just play the highest card in order to secure as many tricks as possible. However, based on the data gathered here, it would seem that just playing the highest card (HIGH) is not a viable option in this game. The reason behind this being the paired play. In order to ensure that a team performs well, it makes no sense to just play the highest valued card because it might be detrimental to the team by forcing the partner to play its highest card as well. The best way to split the difference in this case will be to observe the partner’s play and to try to adhere to the cards that one another is playing and has played. The simple instance of the HIGH! agent benefits from looking at its partner and making more intelligent decisions. However, there are still some downfalls to this method. Building upon this, the UF agent and the UF.5 agent fix these problems and prevail against all of the different AI agents implemented in this paper. The UF.5 agent bests the other agents by at least 8 percentage points and claims victories in the range of 58%-94% of
games against certain agents. These percentage points are calculated by subtracting the UF.5’s win percentage from the other agent’s win percentage. The rest of this section will analyze why this agent was able to inch itself above the rest. This section will also derive some useful information about the other agents.

5.2 Strength of Methods

The games played proved to be very surprising; however, their results mean a bit more than just their numbers by themselves. By comparing all of these types of AI against each other, some very positive information is provided as far as this implementation goes. First, although the LOW agent is not that strong of an agent by itself, the mixed strategy results demonstrate how strong of an adversary it can be as a conservative agent when paired with a very aggressive agent. The same results proved to be true for the MARKOV agent; therefore, it appears that the MARKOV agent acts more conservatively as the LOW agent whereas the HIGH! agent acts a bit more aggressive like the HIGH agent.

Although the basic AIs were seemingly intelligent by themselves, the forte of the complex AIs proved that when extra time is taken to work out the more minute details behind decision making, or through using the probabilistic models such as the MDP, the agents perform better in accumulating more points per game (on average) than just the basic models for AI.

Finally, the comparison of mixed team strategies really proves to be an effective tool for determining how agents should act. As previously mentioned, the LOW agent appeared to be very feeble by itself; however, paired with the HIGH agent, these two were able to complement one another and beat random more often than just the LOW player by itself. Although the MARKOV model was relatively close to tying the RANDOM agent in a one-on-one face off, when combined with the HIGH! agent, the odds were evened out a little bit and the MDP agent balanced out the team and help the cautious agent in
order to beat the randomly modeled player.

Building the UF agent meant extracting all of these strengths and combining them into one agent that overcomes the weaknesses of the individual agents. The UF agent was able to play as a fairly conservative player whose main purpose was to assist its partner in playing well, putting the partner's needs above its own. UF was beating most of the agents, but the HIGH! agent proved to be too aggressive and was walking all over the polite, delicate UF agent(s). In order to get UF back into the game, the extreme aggression of the HIGH! agent was harnessed and put into the implementation of UF. This is how UF.5 came to be. In the end, UF.5 was able to adapt to a given situation based on the cards in its own hand, the progressive play of the other agents, and the methods of its own partner. The cards in its hand told the agent exactly how much it should invest in the strength of the hand, causing the agent to decide on a more aggressive or a more passive approach. The progression of play let the UF.5 agent understand how the other agents were getting rid of cards, how many of a suit still existed, and when others could play off of the lead suit in order to trump and claim points. This was an extremely useful tactic because the UF.5 agent was able to determine when to be aggressive and take tricks as well as when to be timid and sink into the background. The UF.5 agent observed its partner and was able to assist it by either playing higher or lower to suit the needs of the team.

Two good ways to look at how well an agent (or a team of two agents) performs in the game of Euchre is to look at the number of tricks taken and the number of overall games won. Figure 5.1 illustrates the percentages of tricks taken over the 31 game test. Each set of 31 games contains about 1,500 tricks. Figure 5.1 illustrates that the percentages of tricks taken by the UF.5 agent were always above 50% of the total number of tricks. The improvement from UF (the bar on the left) to UF.5 (the bar on the right) is by about 5 percentage points for each different style of AI.

Figure 5.2 shows the percentage of wins for the UF agent and the UF.5 agent against the other agents. In this graph, the UF agent is extremely strong against most
of the agents (60-70%); however, the aggression of the HIGH! player stands out causing a mere 35.48% win rate for the UF agent. The change from UF to UF.5 takes this win percent up to 58.06% all while increasing the wins for against the other agents. Some games were as high as 93.55% (against the LOW agent). The final column is the UF agent against itself (the left column) and then the UF agent against the UF.5 agent (the right column). The comparison with the UF.5 agent is expected to be around 50% since it is playing a version of itself.

Conclusively, the improvement on the UF agent to the UF.5 agent was substantial. Throughout the testing of these agents, it became rather clear that having a simple or single-tracked mind for a strategy just was not going to work. As the agents decision processes changed, their play styles differed and this was the factor that was able to create an agent that harnessed all of the strengths of the agents. Combining these into one agent yielded the dynamic UF.5 agent, which held an overall win percentage of 73.11% across all agents.

Another set of data for analysis in the game Euchre is the percentage of points won
in order to win the entire game. Having a close score does not always mean that an agent performed better or worse in the game as a whole although there is a slight correlation. This is because the spread of the points shows how much one team dominated the game play and the amount of hands won. Figure 5.3 illustrates how a team might have only taken about 56% of the points yet still won about 71% of the games looking at the UF agent against the HIGH agent in Figure 5.3 and Figure 5.2.

5.3 Pitfalls

Although most of the results from this experiment were positive, the data points to some setbacks which arose in the midst of the positive results. One of the most interesting concepts is the strength of the RANDOM player. This is attributed to the small state space of game. When an agent only has a hand of 5 cards, a subset of which are legally playable, the RANDOM agent has a rather high probability of playing the same cards as the LOW, HIGH, HIGH!, or MARKOV agents; and therefore can play against these agents just as well.
An interesting point of information for these AI decision trees was how quickly they were searched. Originally, pruning techniques [1, 5, 16, 32, 34] were researched in order to try and speed up the process of choosing a card to play, but in the end the state space of Euchre was easy to analyze and extremely efficient in the way of time complexity. Therefore the researched methods of searching trees in AI for imperfect information, along with their pruning methods, did not provide any speed up.

Another problem with the agents’ decision making process might be in the heuristic values. The problem here is that they might be too varied from trump, to lead, to off suit. This means that because the values used to determine the card played differs in orders of magnitude, maybe it is not the best idea to simply look for the highest, lowest, or a sum of the value of the cards in order to choose how to play.

One issue is for the implementation of the MARKOV values. In this case, after a card has been played the deck value would be better off with that card’s value staying in the trick’s evaluation until the trick is completely over. For example, in Figure 3.3 after the Jack of Clubs has been played, the subtraction of the 1,500 points misconstrues the
estimation for the next player and he/she would be better off leaving this value in until
the trick is over. At this point, the subtraction of all of the cards played leads to a more
precise calculation. The method used for the results is the former.

The major pitfall for the UF agent was the lack of aggression when playing. It
seems that this agent behaves too politely and wants to help its partner so much, that
it forgets about winning the game sometimes against the more aggressive agents. When
putting two of these UF agents on the same team, the polite nature of the two agents
conflicts and they do not know how to react to one another. This problem led to the
second implementation (the UF.5 agent).
Chapter 6

Discussion

6.1 Future Work

Quite a bit of work has been done trying to create a more intelligent system for Euchre using complex methods; however, there is still a lot to be done for this type of work. One simple task would be to engage these AI types against a human player to see how well AI compares to natural intelligence [2].

In order to create a more robust game of Euchre, AI which would determine how or when to bid for a trump or order up a trump would greatly improve the overall AI. The methods behind this would not be too terribly difficult and involve assuming a suit as a trump to see which would be the best for an agent to try and play. Although reinforcement learning has been shown to be inconclusive from time to time in the field of imperfect information card games [22], it would be worth the investigation to see if, based on these improved results, there would be a way to introduce a variety of reinforcement learning models. A possible method for investigation might be derived from Matsuno’s work [23].

Another extension of this work would be to delve deeper into the AI agents’ monitoring of the other players. A paper by D. Billings looks at the challenge of poker not only from a probabilistic stand point, but also from a deceptive stand point. He describes these considerations and the architecture behind a poker program named ‘Poki’ [3]. An
ability to infer how an agent might play in order to change a best response based on the current play style of an agent would be a really interesting extension of this experiment. One example of this would be to try and ‘guess’ when an opponent or teammate is out of a certain suit and to react to this by playing another suit to hinder or playing cards to assist the other agents.

An extension of the MDP into a more complex system of filtering, smoothing, and prediction would be interesting grounds to see how well probability plays into a trick-taking game or whether it really is just a set of rules or conditions which make an agent’s decision the ‘best response’ to another agent’s actions. Based on the probability calculated by the deck and hand values, there could be more than one option for the player to use. For example, when the value is above 50% always play high, when the percent is below 25% always play low, but if the percent is within these values, calculate a more complex method to see what might be done.

A final method for improving the values of the cards would be to implement a style of machine learning. Through genetic algorithms or neural networks, the value of each card could be determined and this would provide a better understanding of what cards should be considered better than another card.

6.2 Conclusion

Starting from scratch in order to create a complete euchre game with some basic and complex AI proved to be a daunting task, but the end result demonstrated great results and a direction for the future. Euchre as a test bed illustrated great characteristics for inspection such as the imperfect information with perfect recall and the probability behind the card dealing with the hidden cards in the kitty. The game was able to be programmed and visualized so that the data could be collected to provide conclusive results. A general heuristic for the values of each cards was created in order to determine how an agent should played based on the type of AI being implemented. The heuristic values calculated optimal
values in a complex rule base by the HIGH, LOW, and HIGH! players in order to logically
deetermine which card would be the best response. These decisions helped illustrate how
agents can elicit varying strategies (aggressive, conservative, neutral). Another, more
analytical, approach was to use a probabilistic Markov decision process to make a decision
for the agents. This encompassed taking in the knowledge of the entire state space of cards
and comparing this to an agent’s own hand. Based on this information, the agent could
calculate a probability of winning and would act differently. All of these agents were
modeled and compared through rigorous data of the average number of points won per
game and the number of games won over a 31 game set. The analysis of this information
provided some insight as to why and when an agent might be stronger than another agent.
Future work for this project in the methods of more meticulous decisions processes (either
rule-based or Markov) may be improved upon and demonstrates that although this game’s
AI is rather detailed, there is still a lot of work which could be done in order to create
even more intelligent agents.
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