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ABSTRACT

The stochastic nature of intermittent renewable resources is the main barrier to effective integration of renewable generation. This problem can be studied from feeder-scale and grid-scale perspectives. Two new stochastic methods are proposed to meet the feeder-scale controllable load with a hybrid renewable generation (including wind and PV) and energy storage system. For the first method, an optimization problem is developed whose objective function is the cost of the hybrid system including the cost of renewable generation and storage subject to constraints on energy storage and shifted load. A smart-grid strategy is developed to shift the load and match the renewable energy generation and controllable load. Minimizing the cost function guarantees minimum PV and wind generation installation, as well as storage capacity selection for supplying the controllable load. A confidence coefficient is allocated to each stochastic constraint which shows to what degree the constraint is satisfied. In the second method, a stochastic framework is developed for optimal sizing and reliability analysis of a hybrid power system including renewable resources (PV and wind) and energy storage system. The hybrid power system is optimally sized to satisfy the controllable load with a specified reliability level. A load-shifting strategy is added to provide more flexibility for the system and decrease the installation cost. Load shifting strategies and their potential impacts on the hybrid system reliability/cost analysis are evaluated through different scenarios. Using a compromise-solution method, the best compromise between the reliability and cost will be realized for the hybrid system.
For the second problem, a grid-scale stochastic framework is developed to examine the storage application and its optimal placement for the social cost and transmission congestion relief of wind integration. Storage systems are optimally placed and adequately sized to minimize the sum of operation and congestion costs over a scheduling period. A technical assessment framework is developed to enhance the efficiency of wind integration and evaluate the economics of storage technologies and conventional gas-fired alternatives. The proposed method is used to carry out a cost-benefit analysis for the IEEE 24-bus system and determine the most economical technology. In order to mitigate the financial and technical concerns of renewable energy integration into the power system, a stochastic framework is proposed for transmission grid reinforcement studies in a power system with wind generation. A multi-stage multi-objective transmission network expansion planning (TNEP) methodology is developed which considers the investment cost, absorption of private investment and reliability of the system as the objective functions. A Non-dominated Sorting Genetic Algorithm (NSGA II) optimization approach is used in combination with a probabilistic optimal power flow (POPF) to determine the Pareto optimal solutions considering the power system uncertainties. Using a compromise-solution method, the best final plan is then realized based on the decision maker preferences. The proposed methodology is applied to the IEEE 24-bus Reliability Tests System (RTS) to evaluate the feasibility and practicality of the developed planning strategy.
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I. Chapter 1. Introduction

1.1 Background

The US is currently increasing its use of renewable energy and decreasing its reliance on imported fossil fuels. Renewable resources in the United States have become an important portion of generation mix with a capacity of 12.2% of net electricity generation at the end of 2012. State initiatives including federal production tax credit, Renewable Portfolio Standards (RPS), and the climate change concerns have resulted in a growth in renewable generation capacity of approximately 39% of national electric capacity additions in 2012 [1]. According to RPS targets, this growth will continue. For example, Arizona and Colorado will increase their renewable generations to 15% and 30% by 2025 and 2020, respectively [2]. The development of the smart grid will facilitate the integration of renewable energy sources into the power grid. Smart grid applications include transmission, distribution and distributed generation [3]. The “smarter” monitoring and control will create a more efficient energy management system for residential customers. Smart grid applications in distribution systems include smart metering technologies for efficient integration of distributed renewable generation applications, fair pricing mechanisms, remote monitoring and home automation and control of electrical power consumption. The stochastic nature of PV and wind energy resources makes them not dispatchable and complicates the integration of renewable generation applications. In addition, wind is often not correlated with load pattern and may be discarded sometimes when abundantly available [4], [5], and solar energy is only available during the day time. This can be dealt with over different time scales ranging from seconds to days corresponding to actions by the system.
operator to maintain system balance between generation and load [6]. Regulation services which are provided by automatic generation control (AGC) maintain the system balance for short time scales (seconds to minutes). Installed wind capacity of 1500 MW and 3300 MW (15% and 10% penetration level) in the most recent wind integration projects in the United States has resulted in a modest increase of 8 MW and 36 MW regulation requirements, respectively [7]-[8]. This modest regulation impact of wind is due to the fact that wind and load are generally uncorrelated for short time scales [6]. Load following service maintains the system balance for both energy and capacity ranging from 10 minutes to a few hours. This service is provided by generating units with quick start capability or those that have been previously committed and have extra capacity [9]. Scheduling and unit commitment correspond to time scales that may range from several hours to days ahead of the real-time schedule to plan for the required quantity of generation and reserve capacity. These services increase the system operating cost by up to $5.00/MWh of wind generation with wind capacity penetrations between 20% and 30% [10].

The integration cost results from several studies undertaken in the United States reveal that the cost assigned to scheduling and unit commitment services accounts for a significant portion of the system operation cost increase when compared with the regulation and load following costs [7], [10]-[16]. Consequently, an adequate ramping requirement provided by the scheduling services may significantly affect the system operation cost. Accounting for increased variability of the system due to the intermittent nature of the renewable energy resources, there is a need for greater flexibility from the conventional generating units. This can be satisfied with greater ramping capability to compensate for wind power output variability and to maintain the system balance for a day ahead scheduling [15]. Taking advantage of the spatial diversity of
renewable energy resources, wind power generation can be spread over wider areas to reduce the wind power fluctuations [7]. This may result in reduced ramping requirements and system operation costs when compared with concentrated wind generation.

The US Department of Energy estimates that controllable loads, such as heating ventilation and air conditioning (HVAC) loads, account for 40 to 60% of the energy consumption in US commercial and residential buildings [17]. Utilities may have some agreements with consumers to shift part of their controllable loads during peak load hours. This agreement will provide the customer with economic incentives and prevent the need for additional conventional generation during these peak hours. For example, NV Energy's cool share program is associated with approximately 145 MW remote controlled air conditioning load. These loads can be dispatched by NV Energy through “raise/lower” thermostat commands as needed [18]. Because these time flexible loads may be deferrable for a few minutes or hours, their energy consumption can be adapted according to the renewable power supply fluctuation. This demand side flexibility can counterbalance renewable supply variations and efficiently integrate renewable generation. Energy efficiency can further be increased by storing energy when renewable power generation exceeds the load requirements then releasing it when renewable generation is insufficient to supply the load [19]. A smart strategy is required to implement the load shifting and reduce the mismatch between renewable generation and controllable loads. The efficiency of a hybrid system is dependent on the renewable generation efficiency, the self-discharge rates and roundtrip efficiencies of the energy storage units, and on the sizing of the system components [20], [21].
The design, simulation and optimization of hybrid power systems have been the subject of several studies [22]-[32]. Operating concepts, performance evaluation and economic analysis of such systems were investigated in [22]-[26] where the component sizing is either arbitrary or based on practical and experimental estimates, with no attempt at optimizing their parameter values. References [27]-[31] employed a variety of heuristic optimization techniques for the design and operation of the hybrid systems. However, none of these investigations focused on demand flexibility and controllable loads in particular, or on matching controllable loads with renewable energy sources without the need for supplementary conventional generations. Reference [32] presented an optimal component-sizing framework for the hybrid system, but the stochastic nature of wind/PV generation is not considered in the model. Emerging smart grid strategies can provide the distribution system with an opportunity to balance renewable generation and controllable loads for a residential feeder using energy storage systems.

The intermittent nature of renewable energy resources also reduces the reliability of power systems. A hybrid power system which is composed of energy storage and renewable generation can alleviate the issues associated with renewable power supply fluctuations and reliability. Storage of the excess renewable energy for later use offsets renewable energy variations and makes the renewable generation integration more reliable [33]. This is particularly true for flexible controllable loads which can be deferred and adopted based on renewable energy fluctuations. However, the large number of random variables and parameters in a hybrid power system makes its optimal design more challenging [34]. This optimization includes componentsizing for the hybrid system as well as the assessment of system performance to realize the best compromise between cost and reliability. The reliability study is based on stochastic models to
consider the uncertainties of the hybrid power system such as equipment failures and random variations in both generation and load [31].

Performance of isolated hybrid power systems have been studied in [22], [23], [27] and [29]. References [22] and [23] utilized practical and experimental estimates for component sizing and performance evaluation without optimizing their parameter values. Optimization techniques were employed in [27] and [29] to design and operate the stand-alone hybrid power systems. However, none of these studies evaluated the reliability of the hybrid power systems for grid-independent applications. Several studies have proposed probabilistic frameworks for optimal sizing and reliability analysis of hybrid power systems [34], [31], [35]-[40]. References [34], [31], [35] and [36] employed analytical methods to mathematically model the hybrid power system and used direct solutions to evaluate the reliability indices from its model. However, increasing the number of random parameters in a hybrid power system complicates the mathematical computations of the reliability indices. In addition, analytical methods do not properly represent the random nature of hybrid power systems and their component failures [37]. Monte Carlo simulation (MCS) randomly samples the system states, irrespective of event chronologies, to provide a detailed knowledge of the probability distributions of reliability indices. MCS has been used to evaluate the hybrid power system reliability [37]-[40]. None of these studies investigated load shifting and its potential impact on the hybrid system reliability/cost analysis. Also, the traditional derivative-based optimization methods cannot be used here due to terms such as “max” and “absolute value” that are utilized to calculate a dependent variable in the objective function. Therefore, an appropriate meta-heuristic method must be used to handle the non-convex and discontinuous optimization problem.
Recent developments in advanced energy storage technologies combined with the associated technical, economic and environmental benefits provide energy storage systems with a broad range of potential to optimize grid connected wind power resources [41]. Integration of wind generation with more than 20% penetration levels requires additional regulation and spinning reserve resources for grid stability purposes. These services incur some costs which have been the subject of several investigations in the U. S. and Europe [42]-[46]. This increased cost gives an opportunity for energy storage systems to provide all or some portion of these ancillary services. Rated capacity of the wind power is the determining factor in calculating the amount of grid capacity required to accommodate the full wind power resource. However, the average capacity of wind power is typically between 30% and 40% of rated capacity. This is due to the intermittent nature of wind power which makes it a variable and uncertain energy resource. Therefore, when compared with conventional generating technologies, more transmission capacity per unit of delivered wind energy is assigned to deal with wind power intermittency [41]. Wind power may be curtailed during high wind periods to avoid transmission congestion. This may impose an extra cost to the grid operators or a loss of revenue to the wind generators. Energy storage can be used to store the wind energy in excess of transmission capacity and dispatch it later when transmission capacity is available. Effective utilization of transmission capacity could be realized by optimizing the placement and scheduling of energy storage. This results in transmission congestion relief and/or transmission expansion deferral [47]. Adequate energy storage is also required to efficiently integrate renewable resources and justify the cost of storage deployment over the more conventional alternatives [48]. Therefore, application of large-scale energy storage for renewable integration calls for an economic assessment framework to
enhance grid operability and reduce operation cost [49]. This is particularly essential for transmission congestion relief application whose lack of operational practices limits the knowledge of operating, sitting, sizing, and optimal scheduling of energy storage technologies in power systems with renewable energy sources. This has been the subject of investigation in few publications [50], [51]. Wind uncertainties are not considered in [50], which questions the applicability of the proposed methodology for real world problems. In addition, the compressed air energy storage (CAES) is arbitrarily placed close to the wind resource and/or load center, with no attempt at optimizing its location and size to minimize congestion-related costs. Reference [51] concludes with installing storage systems at locations that are downstream from the point of congestion in a transmission system. This would allow for the transmission of energy for charging when there is no congestion. The stored energy can be later discharged to reduce transmission capacity requirements during peak load periods. However, this conclusion cannot be generalized for a transmission network where the presence of several transmission lines and load centers complicates the optimal placing problem.

The transmission system plays a key role in the successful transition of a regulated power system to a deregulated structure by providing a non-discriminatory competitive environment for power market participants [52]. An appropriate strategy for TNEP guarantees a fair competition within the market as the system load and generation grow. However, TNEP in a deregulated power system (DPS) should consider several objectives rather than the single objective of investment cost minimization which is taken into account in a traditional TNEP [53]-[55]. In a DPS, minimizing the investment cost of the transmission lines is more highlighted in the sense that the pricing mechanism of the transmission services is influenced by the investment cost.
This objective is required to lower the tariffs of transmission services for the market participants [53]. Market-based criteria should also be considered for TNEP to motivate the private investors and increase their participation in transmission projects [54]. In addition, successful trade in a competitive power market requires a desirable level of reliability which should be effectively implemented in TNEP [55].

Unlike other parts of the power system, the transmission section has not been sufficiently attractive to absorb private investments due to the transmission service pricing, tariffs and investment risk. The lack of economic incentives in recovering the investment cost is the main drawback for construction of the new transmission projects in the United States [56]. The situation is worse when the power system uncertainties increase with increasing penetrations of variable renewable energy sources such as wind and solar. With a nameplate installed capacity of 60,007 MW as of December 31, 2012, wind energy has become a significant resource in many electric utility systems across the United States [57]. In addition, favorable wind profiles in remote areas from the load centers necessitate the construction of new transmission lines which are less utilized due to the intermittent nature of wind power [57]. Therefore, the TNEP strategy in a restructured power market with renewable energy generation should address the private investors’ concerns and provide economic incentives to encourage their investment in the transmission network.

The transfer capability of a transmission system is limited by the reliability criteria which are established by the North American Electric Reliability Council (NERC), Regional Reliability Council, or local jurisdiction (state or ISO). These criteria are determined by the stability limits, thermal limits, voltage collapse, and resource deficiency of the transmission lines [59].
Inefficient utilization of transmission infrastructure to accommodate electricity trades between different entities in a restructured market causes the transmission system to be operated closer to its physical constraints [60], [61]. Therefore, the secure and efficient operation of the transmission network is of significant importance to provide a desirable level of reliability and avoid congestion in a DPS. Towards this end, the TNEP strategy should offer transparent transmission prices while maintaining system reliability to support a competitive and non-discriminatory environment for the participants and circumvent the market power in a deregulated structure.

Two types of projects are proposed to alleviate the bottlenecks regarding the transmission expansion: reliability projects and market economic projects [61]. The reliability projects are regulatory requirements to satisfy the reliability criteria where an approved transmission rate is assigned to the investment recovery. In contrast, the cost recovery rate of the economic projects is not regulatory approved. Wind power intermittency and uncertainty regarding customer behaviors complicate the investment decision for merchant transmission projects. Thus, TNEP in a restructured power system should provide a proper strategy to consider the uncertainties of the system and maximize private investments absorption.

TNEP has been the subject of investigation in several studies [53], [62]-[71]. Deterministic methods were developed in [53] and [62]-[65] for TNEP problem without taking the power system uncertainties into account. While some studies have used stochastic models [66]-[67], none incorporated the reliability criteria into the modeling. Reference [68] proposed a probabilistic TNEP framework for the power systems with high wind penetration but did not consider the risk involved in transmission investments. A game-theory based TNEP was
proposed in [69] to manage the risk without incorporating the financial factors. References [53], [67], [68], [70] and [71] proposed multi-objective optimization framework to consider different criteria including investment cost, congestion cost and reliability for TNEP in deregulated power systems. However, none of these references addressed the financial aspects of transmission lines, which are the determining factors for the private investment. This is particularly essential in restructured power systems where the lack of economic incentives and measures for the transmission sector discourage private investment. Therefore, an appropriate strategy is required to determine the market economic projects and mitigate the monopoly power over the transmission network.

1.2 Dissertation Organization

This dissertation includes six chapters. Chapter one introduces the challenges/concerns of intermittent renewable generation. It also provides a comprehensive literature review regarding the studies performed for intermittent renewable generation integration. Chapter two provides an analysis regarding the effect of geographical distribution of wind farms on the ramping requirements in the IEEE 24-bus system. Probabilistic unit commitment (UC) based on unit de-commitment method and point estimate method is used to determine the ramping required to compensate for the wind power fluctuations and load uncertainty. A brief analysis is carried out regarding the system operation cost and the potential reduction of this cost due to dispersed wind generation. In chapter three, two stochastic methods are developed to meet the controllable heating, ventilation and air conditioning (HVAC) load with a hybrid renewable generation and energy storage system. The two methods size a hybrid power system with specific reliability and
confidence levels. Chapter four proposes a new strategy to evaluate the potential impact of co-locating wind and storage on operation and congestion costs of the IEEE 24-bus system. Different scenarios are studied to evaluate the economic advantage of wind and storage co-location over the cases where the wind and storage units are installed at different buses. Distributed storage and its potential to reduce the congestion cost of the system are also analyzed in this chapter. In chapter five, a multi-stage multi-objective transmission network expansion planning framework is developed to provide the investors with economic incentives and maximize the absorption of private investment. An NSGA II optimization is used to obtain a set of Pareto optimal solutions that are non-dominant with respect to all objective functions. The best final plan is then selected using a decision making method. Chapter six provides conclusions for each chapter and suggestions for future work.
II. Chapter 2. Distributed Wind Generation

2.1 Methodology

2.1.1 Probabilistic modeling of wind and load

The stochastic nature of wind and the load characteristics impose some degree of uncertainty on power systems with a high level of wind power generation. Variability of wind power output [72] and random changes in load [73]-[74] need to be modeled probabilistically in order to reflect their random characteristics. Several articles reported that the wind speed profile most closely follows a Weibull distribution over time [75]-[76]. Using curve fitting, the maximum likelihood estimates of the Weibull distribution parameters are calculated for historical hourly wind speed data. The Probability distribution function (PDF) for a Weibull distribution is given by:

\[
f_v(v) = \left(\frac{k}{\lambda}\right) \left(\frac{v}{\lambda}\right)^{k-1} e^{-\left(\frac{v}{\lambda}\right)^k}, \quad 0 \leq v \leq \infty
\]  

(2.1)

where \( v \) is the wind speed, \( c \) is the scale factor and \( k \) is the shape factor of the Weibull distribution.

The output power of a wind generator can also be characterized as a random variable through a transformation from wind speed to output power as stated below [77]:

\[
G_w = \begin{cases} 
0 & v_i > v \quad \text{and} \quad v > v_o \\
\frac{v - v_i}{v_r - v_i} G_{w_r} & v_i \leq v \leq v_r \\
G_{w_r} & v_r \leq v \leq v_o 
\end{cases}
\]

(2.2)

where \( G_w \), \( G_{w_r} \), \( v_i \), \( v_r \) and \( v_o \) are the wind output power, wind rated power, cut in wind speed, rated wind speed and cut out wind speed, respectively. The same procedure is applied to the
historical load data and a normal PDF is acquired using curve fitting and maximum likelihood estimation.

2.1.2 Probabilistic scheduling based on unit de-commitment and two-point estimate methods

Deterministic models of unit commitment cannot represent the effects of the stochastic wind power output and load variation on the dispatch results [78]. Uncertain factors such as wind power output and variable loads can be taken into account in unit commitment computations by using a probabilistic unit commitment (PUC). The proposed PUC is based on unit de-commitment and two-point estimate methods (PEM). Unit de-commitment provides a mechanism for completely shutting down the generators which are very expensive to operate and finding a least cost commitment and dispatch. This results in an economic operation of the system over the scheduling time period [79]. PEM has been regarded as an appropriate probabilistic method because of its accuracy, simplicity, and speed. The method was developed by Rosenblueth in the 1970s for calculating the moments of a random multi-variable quantity [80]. This section applies the two-point estimate method (2PEM), which is a variation on the original PEM, to model the uncertainties [81], [82]. Vectors of input and output random variables and the corresponding nonlinear function are given by:

\[ X = [\text{Wind Speed, Loads}] \]  
\[ Y = [\text{RR, OC}] \]  
\[ Y = h(X) \]
where wind speed and loads are the input probabilistic variables, while ramping requirements (RR) and system operation cost (OC) are the output probabilistic variables. $h$ is the multivariate nonlinear function corresponding to the proposed OPF based on unit de-commitment [82].

The moments of the random variables are derived using the wind and load distributions. Two estimate points are chosen from every distribution, and then the corresponding weighting coefficient and the probability concentration at each point are calculated. The deterministic optimal power flow (OPF) based on unit de-commitment is then used to dispatch the generation for every estimate point at each hour. As all the points are calculated, the results computed by every point and the corresponding probability concentration are used to derive the mean and standard deviation of the dispatch results [82]. The PUC algorithm based on unit de-commitment and 2PEM is outlined as follows:

1) Load the input data (wind speed and load)

2) For $t=1$ to $t=24$ do the followings

3) Assign appropriate PDF to each probabilistic variable including wind speed and loads

4) Set $E(Y) = E(Y^2) = 0$

5) Set $k=1$

6) Determine the necessary parameters of the 2PEM

$$
\zeta_{k,i} = \sqrt{n + (\lambda_{k,3}/2)^2} \quad i = 1, 2 \tag{2.6.a}
$$

$$
\xi_{k,j} = \lambda_{k,3}/2 + (-1)^{i-1} \zeta_{k,i} \quad i = 1, 2 \tag{2.6.b}
$$
\[ P_{k,i} = \frac{(-1)^i \xi_{k,3-i}}{2n \times \zeta_{k,i}} \quad i = 1, 2 \quad (2.6.c) \]

where \( \xi_{k,1}, \xi_{k,2}, P_{k,1} \) and \( P_{k,2} \) are the locations and probabilities of concentrations. \( \lambda_{k,3} \) is the coefficient of skewness of \( X_k \).

7) Set the concentrations \((x_{k,1} \) and \( x_{k,2} \)) and run the deterministic optimal power flow based on unit de-commitment method using the input vector \( X \).

\[ x_{k,i} = \mu_{X_k} + \xi_{k,i} \sigma_{X_k} \quad i = 1, 2 \quad (2.7) \]

where \( \mu_{X_k}, \sigma_{X_k} \) are the expected value and standard deviation of the input variable \((X_k)\), respectively.

8) Run the deterministic OPF based on unit de-commitment method using

\[ Z = [\mu_{X_i}, \mu_{X_i}, ..., x_{k,i}, ..., \mu_{X_n}] \quad i = 1, 2 \quad (2.8) \]

Note that \( \mu_{X_k} \) is replaced by \( x_{k,i} (i = 1, 2) \) at each iteration.

9) Calculate RR and OC

10) Update \( E(Y) \) and \( E(Y^2) \)

\[ E(Y) \approx \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h([\mu_{X_i}, ..., x_{k,i}, ..., \mu_{X_n}])) \quad (2.9.a) \]

\[ E(Y^2) \approx \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h^2([\mu_{X_i}, ..., x_{k,i}, ..., \mu_{X_n}])) \quad (2.9.b) \]

10) Set \( k = k+1 \) and repeat steps 6, 7, 8, 9, and 10 until these steps are done for all random input variables.

11) Calculate the mean of \( Y \) using
\( \mu_y = E(Y) \) \hspace{1cm} (2.10.a) 

and its standard deviation using

\[ \sigma_y = \sqrt{E(Y^2) - \mu_y^2} \] \hspace{1cm} (2.10.b)

2.1.3 Probabilistic Unit Commitment (PUC)

The proposed PUC method uses the probabilistic DC-OPF based on unit de-commitment and 2PEM to calculate the ramping requirements and operation cost of the system for each hour of the scheduling period. The objective function is composed of the generation costs and startup costs of individual units over the scheduling horizon, and is given by:

\[
OC = \text{Min} \left\{ \sum_{t=1}^{24} \sum_{i=1}^{n_g} \left( a_i P_{g_i}^2(t) + b_i P_{g_i}(t) + c_i \right) \times U_i(t) + SU_i(t) \right\}
\] \hspace{1cm} (2.11)

where \( n_g \) is the number of generating units; \( a_i, b_i \) and \( c_i \) are the cost function coefficients of unit \( i \); \( P_{g_i}(t) \) is the unit \( i \) generation output at hour \( t \); \( U_i(t) \) and \( SU_i(t) \) are the commitment state and startup cost of unit \( i \) at hour \( t \), respectively.

The hourly UC constraints include the unit generation limits (2.12), system power balance constraints (2.13), unit ramping up limits (2.14), and unit ramping down limits (2.15):

\[
P_{g_i,\text{min}} \times U_i(t) \leq P_{g_i}(t) \leq P_{g_i,\text{max}} \times U_i(t) \quad (i=1,2,...,n_g; t=1,2,...,24)
\] \hspace{1cm} (2.12)

where \( P_{g_i,\text{min}} \) and \( P_{g_i,\text{max}} \) are the lower and upper limits of power generation of unit \( i \), respectively.

\[
\sum_{i=1}^{n_g} P_{g_i}(t) \times U_i(t) = P_D(t) \quad t=1,2,...,24
\] \hspace{1cm} (2.13)

where \( P_D(t) \) is the system demand at hour \( t \).
\( P_{gi}(t) - P_{gi}(t - 1) \leq UR_i \quad (i = 1, 2, ..., n_g; t = 1, 2, ..., 24) \) \hspace{1cm} (2.14)

where \( UR_i \) is the ramp-up rate limit of unit \( i \).

\( P_{gi}(t - 1) - P_{gi}(t) \leq DR_i \quad (i = 1, 2, ..., n_g; t = 1, 2, ..., 24) \) \hspace{1cm} (2.15)

where \( DR_i \) is the ramp-down rate limit of unit \( i \).

The ramping requirement of a generating unit is defined as the difference between the optimal dispatch of that unit for two sequential hours to compensate for the wind power output variability and load uncertainty. To this end, the expected value and standard deviation of the dispatch results are calculated using PUC without the ramping constraints (2.14), (2.15). The ramping rate of the \( i^{th} \) generating unit over a one hour interval at time \( t \) is calculated by the following equation:

\[ RR_i(t) = \left| P_{gi}(t) - P_{gi}(t - 1) \right| \quad t = 2, 3, ..., 24 \] \hspace{1cm} (2.16)

where \( RR_i(t) \) is the ramping rate of the \( i^{th} \) generating unit to compensate for wind power fluctuation and load variability over the one hour interval; \( P_{gi}(t) \) and \( P_{gi}(t - 1) \) are the optimal dispatch of conventional unit \( i \) at hours \( t \) and \( t - 1 \), respectively. The total ramping requirement of the system is calculated as follows:

\[ RR_{Total} = \sum_{i=1}^{n_g} \sum_{t=2}^{24} RR_i(t) \] \hspace{1cm} (2.17)

The maximum ramping requirement of the system at each hour is defined as the ramping rate of the unit with the highest or lowest level of ramping for the given period and is formulated as follows:
\[ RR_{\text{max}}(t) = \max \left\{ RR_{1}(t), \ RR_{2}(t), \ldots \ RR_{n}\ (t) \right\} \quad t = 2, 3, \ldots, 24 \] (2.18)

where \( RR_{\text{max}}(t) \) is the maximum ramping requirement of the system at each hour. Applying this procedure over a 24 hours period determines the maximum ramping requirement of the system for the day ahead scheduling \( RR_{\text{max}} \) as given by

\[ RR_{\text{max}} = \max \left\{ RR_{\text{max}}(2), \ RR_{\text{max}}(3), \ldots, \ RR_{\text{max}}(24) \right\} \] (2.19)

The total maximum ramping requirement of the system is defined as the sum of the maximum ramping requirement at each hour for the 24 hours day ahead scheduling period:

\[ RR_{\text{max~Total}} = \sum_{t=2}^{24} RR_{\text{max}}(t) \] (2.20)

Figure 1 shows the flowchart for the proposed methodology. Using curve fitting, a PDF is assigned to each of the input variables. OPF based on unit de-commitment and 2PEM is utilized to derive the expected value and standard deviation of the dispatch results. Neglecting the ramping constraints of (2.14) and (2.15), ramping requirements of the system are calculated for the 24 hours day ahead scheduling period to compensate for the wind power variability and load uncertainty. Ramping limits of (2.14) and (2.15) are then applied considering the ramping requirements calculated in the previous step. UC is then utilized to derive the expected value and standard deviation of the generation outputs and calculate the optimal operation cost of the system over the scheduling horizon.

2.2 Case Studies

Different scenarios and associated simulation results are demonstrated in this section using the IEEE 24-bus system as shown in Figure 2. Penetration level in these scenarios is
defined as the ratio of the installed wind capacity to the peak load. The system has a maximum load of 3467 MW. Initially, all generating units are committed for each hour of the scheduling period. Using the OPF results, the generators with the least operation costs are then selected for being scheduled for the given hour. Generating units data for the IEEE 24-bus system are given in the Appendix.

Three different cases are evaluated in order to examine the impacts of dispersed wind generation on ramping capabilities required to deal with wind power fluctuations for the IEEE 24-bus system. Case I corresponds to a concentrated wind generating plant at bus 14. Dispersed wind generating plants at buses 14 and 10 are evaluated in Case II. Case III corresponds to the dispersed wind generating plants at buses 14, 10 and 20. The same installed wind capacity is considered for all cases.
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Figure 1. Flowchart for the proposed methodology
Figure 3 illustrates the maximum ramping requirements of the system at each hour \( (RR_{\text{max}}(t)) \) for Cases I-III over the 24 hours scheduling period with 40% wind penetration level. The magnitude of the ramping rates supplied by conventional generators increases due to the variable nature of wind generation [15]. The proposed unit commitment process provides a primary tool for scheduling sufficient resources to supply the load as well as respond to system changes such as ramping events. Figure 3 provides a qualitative representation of the wind dispersion impacts on the level of ramping rates that conventional generators need to supply. Accordingly, maximum ramping requirement of the system at each hour \( (RR_{\text{max}}(t)) \) is considered as an index to evaluate the ramping capability required to deal with wind power fluctuations and load uncertainty for the given period.

As shown in Figure 3, increasing the wind dispersion level from Case I with concentrated wind farm to Case II with two dispersed wind farms and Case III with three dispersed wind farms decreases the maximum ramping requirement of the system at each hour \( (RR_{\text{max}}(t)) \) for most of the scheduling period. This is due to the fact that the deviation of the average total output of the low or uncorrelated wind farms is lower than the deviation of the individual outputs. This will lead to a smoother output from the dispersed wind farms (Case II and Case III) compared to a concentrated one (Case I). Subsequently, the levels of ramping supplied by the conventional generators to compensate for wind power variability are highest for Case I followed by Case II and then Case III for most of the scheduling period.
The maximum ramping requirement \( (RR_{max}) \) and the total maximum ramping requirement \( (RR_{max\text{-}Total}) \) of the system for the 24 hours day ahead scheduling period are given in Table 1 with their corresponding means and standard deviations. These values are calculated for Cases I-III with different wind penetration levels. When considering 20% wind penetration with respect to the peak load, the mean total maximum ramping requirement of the system \( (RR_{max\text{-}Total}) \) decreases from 689.288 (MW/h) in Case I to 354.612 (MW/h) and 279.254 (MW/h) in Cases II
and III, respectively. The same trend is observed for the maximum ramping requirement of the system \( \left( R_{R_{\text{max}}} \right) \) whose mean decreases from 64.86 (MW/h) in Case I to 43.582 (MW/h) in Case II and 29.392 (MW/h) in Case III. Distributed wind generation has the same impact on ramping requirements of the system with larger wind penetration levels (30% and 40%) and decreases the ramping required to compensate for wind power output variability. This is due to the wind diversity over the given geographical areas which lessens the variability of the output power for dispersed wind farms compared to concentrated ones.
Comparing the ramping requirement of the systems with different wind penetration levels in Table 1, one can conclude that the ramping requirement for the 24 hours day ahead scheduling...
increases with an increase in wind penetration level. This is due to the increased variability of wind for systems with larger wind penetration levels which requires greater flexibility to deal with. Greater flexibility can be provided by higher magnitude ramping rates as indicated in Table 1. The scale ($\lambda$) and shape ($k$) parameters of the Weibull distribution for the output random variables are estimated using least square method (LSM) and are given in Table 2.

Table 2. Scale and shape parameters of the Weibull distribution for system ramping requirements over 24 hours scheduling period and different wind penetration levels

<table>
<thead>
<tr>
<th>Penetration Level</th>
<th>$RR_{\text{max}}$</th>
<th>$RR_{\text{max}}$</th>
<th>$RR_{\text{max}}$</th>
<th>$RR_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda$</td>
<td>$k$</td>
<td>$\lambda$</td>
<td>$k$</td>
</tr>
<tr>
<td>20%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case I</td>
<td>753.08</td>
<td>4.7365</td>
<td>73.0083</td>
<td>2.6177</td>
</tr>
<tr>
<td>Case II</td>
<td>399.2498</td>
<td>2.5986</td>
<td>47.4785</td>
<td>1.3423</td>
</tr>
<tr>
<td>Case III</td>
<td>309.5294</td>
<td>3.6803</td>
<td>31.8974</td>
<td>5.3203</td>
</tr>
<tr>
<td>30%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case I</td>
<td>1123.9</td>
<td>3.2</td>
<td>100.187</td>
<td>1.7543</td>
</tr>
<tr>
<td>Case II</td>
<td>563.5309</td>
<td>1.6512</td>
<td>60.2865</td>
<td>0.9435</td>
</tr>
<tr>
<td>Case III</td>
<td>397.5224</td>
<td>2.0679</td>
<td>23.8823</td>
<td>0.5941</td>
</tr>
<tr>
<td>40%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case I</td>
<td>1518.1</td>
<td>2.3131</td>
<td>115.89</td>
<td>1.052</td>
</tr>
<tr>
<td>Case II</td>
<td>705.67</td>
<td>1.114</td>
<td>66.53</td>
<td>0.7387</td>
</tr>
<tr>
<td>Case III</td>
<td>472.34</td>
<td>1.3122</td>
<td>14.137</td>
<td>0.4244</td>
</tr>
</tbody>
</table>

The expected total ramping requirement of the system ($RR_{\text{Total}}$) are calculated and given in Table 3. For 20% wind penetration, increasing the wind dispersion level from Case I with concentrated wind farm to Case II with two dispersed wind farms and Case III with three dispersed wind farms decreases the total ramping requirement of the system from 5285.6 (MW/h) to 2718.1 (MW/h) and 2101.5 (MW/h), respectively. When comparing the total ramping requirement of the systems with different wind penetration levels, it is concluded that an increase in wind penetration level increases the total ramping requirement of the system for the 24 hours day ahead scheduling period.
Table 3. Total system ramping requirements for 24 hours scheduling period and different wind penetration levels

<table>
<thead>
<tr>
<th>Penetration Level</th>
<th>Case I</th>
<th>Case II</th>
<th>Case III</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>5285.6</td>
<td>2718.1</td>
<td>2101.5</td>
</tr>
<tr>
<td>30%</td>
<td>7514.9</td>
<td>3724.1</td>
<td>2592.0</td>
</tr>
<tr>
<td>40%</td>
<td>9786.9</td>
<td>4862.3</td>
<td>3023.6</td>
</tr>
</tbody>
</table>

Figures 4 and 5 show the cumulative distribution functions of the system ramping requirements for 24 hours scheduling period and 40% wind penetration level. For a given ramping level in these figures, the probability that the ramping requirements of the system are less than that level is highest for Case III, followed by Cases II and I, respectively. Accordingly, increasing the wind dispersion level provides the system with more smoothing capability of wind power output and decreases the ramping required to compensate for wind power fluctuations and load variability.
Figure 4. Cumulative distribution of system total maximum ramping requirement for 24 hours scheduling period and 40% wind penetration level
Figure 5. Cumulative distribution of system maximum ramping requirement for 24 hours scheduling period and 40% wind penetration level.

Considering the ramping requirements obtained by the unit de-commitment and two-point estimate methods, a unit commitment is performed over the 24 hours day ahead scheduling period for different wind penetration levels. System operation costs are calculated for Cases I-III and expected value of the results are given in Table 4. As indicated, increasing the wind dispersion level from Case I to Case II and Case III decreases the system operation cost for a certain wind penetration level. This is due to the lower ramping magnitudes required to compensate for the decreased wind variability in the dispersed wind farms compared to a concentrated one. An increase in wind penetration level increases the wind power output in scheduling process. This will decrease the required conventional generations for meeting the
load and lessen the system operation cost for the 24 hours day ahead scheduling. Also, the impact of wind distribution on system operation cost reduction will be more significant for the systems with higher wind penetration levels.

Table 4. System operation cost for 24 hours scheduling period and different wind penetration levels

<table>
<thead>
<tr>
<th>Penetration Level (%)</th>
<th>Ramp rate limit (MW/h)</th>
<th>Case #</th>
<th>OC($/24 h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>40</td>
<td>I</td>
<td>1.7563 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>II</td>
<td>1.7188 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>III</td>
<td>1.7075 × 10^6</td>
</tr>
<tr>
<td>30</td>
<td>60</td>
<td>I</td>
<td>1.6861 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>II</td>
<td>1.6366 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>III</td>
<td>1.6195 × 10^6</td>
</tr>
<tr>
<td>40</td>
<td>80</td>
<td>I</td>
<td>1.6188 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>II</td>
<td>1.5538 × 10^6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>III</td>
<td>1.5297 × 10^6</td>
</tr>
</tbody>
</table>

2.3 Conclusion

This chapter evaluates distributed wind generation and its potential impact on ramping requirement in power systems with high levels of wind penetration. Using historical data and curve fitting, wind and load are stochastically modeled. Probabilistic unit commitment based on unit de-commitment and two point estimate methods is proposed to calculate the ramping requirements and system operation costs. This method is tested on the IEEE 24-bus system and different case studies are carried out to investigate the factors affecting the ramping requirement. Based on simulation results, distributing the wind generating plants throughout the IEEE 24-bus system decreases the ramping requirement for 24 hours day ahead scheduling. Furthermore, higher wind penetration levels increase the ramping requirement of the system due to the increased wind power variability. System operation cost analysis shows a reduction in cost when wind generation is spread over a wide geographical area. This reduction will be more significant
for the systems with higher wind penetration levels.

Table 5. Conventional generators data

<table>
<thead>
<tr>
<th>Conventional Generator</th>
<th>Cost Function Coefficients</th>
<th>Startup Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_i ($/MW^2h)$</td>
<td>$b_i ($/MW h)$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>0.0073</td>
<td>21.05</td>
</tr>
<tr>
<td>$G_2$</td>
<td>0.0078</td>
<td>21.04</td>
</tr>
<tr>
<td>$G_3$</td>
<td>0.0080</td>
<td>16.19</td>
</tr>
<tr>
<td>$G_4$</td>
<td>0.0061</td>
<td>17.26</td>
</tr>
<tr>
<td>$G_5$</td>
<td>0.0058</td>
<td>21.6</td>
</tr>
<tr>
<td>$G_6$</td>
<td>0.0068</td>
<td>21.6</td>
</tr>
<tr>
<td>$G_7$</td>
<td>0.0080</td>
<td>23.9</td>
</tr>
<tr>
<td>$G_8$</td>
<td>0.0070</td>
<td>23.9</td>
</tr>
<tr>
<td>$G_9$</td>
<td>0.0078</td>
<td>19.7</td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>0.0081</td>
<td>16.51</td>
</tr>
</tbody>
</table>
III. Chapter 3. Optimal Sizing of Hybrid Power Systems

3.1. Methodology

3.1.1. Probabilistic modeling of generation and HVAC load

Hybrid generation systems are inherently uncertain because of the stochastic nature of wind speed, solar irradiance and load characteristics. The uncertainties of wind/solar generation are characterized using the probability density functions (PDFs) whose statistics are obtained from historical data of wind speed and solar irradiance [34], [83]. Fuzzy C-Means (FCM) clustering is used in this section to account for seasonal variation in the data [84]. Ten years of historical hourly data are utilized to produce three data sets for: wind speed, solar irradiance and load [85]. Each data point is specified by a membership grade between 0 and 1. The objective function of the FCM is to minimize the distance from any given data point to a cluster center weighted by that data point’s membership grade. An iterative algorithm is used to update the cluster centers and the membership grades for each data point, which moves the cluster centers to the most appropriate location within the data sets. The elbow method is used to determine the number of clusters [86]. Accordingly, the days are grouped into 10 clusters with similar 24-hour wind speed, solar irradiance and load data. Maximum likelihood estimates of the distribution parameters are calculated for the historical hourly data within a cluster. Each cluster is then represented by three sets of 24 individual PDFs over the 24-hour period.

a) Hourly wind power modeling: Wind speed is statistically modeled using the Weibull distribution [34], [83]. The PDF for a Weibull distribution is given by:
Using curve fitting, maximum likelihood estimates of the Weibull distribution parameters are calculated for historical hourly wind speed data. The output power of a wind generator is a function of wind speed and given by [77]:

\[
G'_{w} = \begin{cases} 
0 & v \leq v_i, v \geq v_o \\
\frac{v - v_i}{v_r - v_i} G_{w_r} & v_i \leq v \leq v_r \\
G_{w_r} & v_r \leq v \leq v_o 
\end{cases}
\]  
\[ (3.2) \]

If the power electronic interface has an efficiency of \( \eta_w \), the net wind power output is given by:

\[
G_w = \eta_w \cdot G'_{w} 
\]  
\[ (3.3) \]

b) Hourly photovoltaic power modeling: Unlike wind speed, the uncertainty of solar irradiance cannot be directly modeled using a PDF. This is due to the fact that the solar irradiance has very strong diurnal patterns as at night time, the value of solar irradiance is certain to be zero [87]. Hence, this section uses the clearness index to characterize solar irradiance. The hourly clearness index \( k_t \) is defined as the ratio of the irradiance on a horizontal plane, \( I_t \) \((\text{kW/m}^2)\), to the extraterrestrial total solar irradiance \( I_o \) \((\text{kW/m}^2)\):

\[
k_t = \frac{I_t}{I_o} 
\]  
\[ (3.4) \]

The clearness index is statistically modeled using the Beta distribution [83], [88]. The PDF for a Beta distribution over a time interval \( t \) is given by:

\[
f_{cl}(k_t) = \frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)} \cdot k_t^{a-1} \cdot (1 - k_t)^{b-1} 
\]  
\[ (3.5) \]

Using curve fitting, maximum likelihood estimates of the Beta distribution parameters are
calculated for historical hourly clearness index data. Once the hourly clearness index is known, the irradiance on a surface with inclination $\beta$ to the horizontal plane, $I_\beta$ is calculated as:

$$I_\beta = T \cdot k_t - T' \cdot k_t^2$$

(3.6)

where $T$ and $T'$ are parameters that depend on inclination, declination, reflectance of the ground, latitude, hour angle and sunset hour angle. The PV power output is a function of the clearness index and is given by [34]:

$$G'_{PV} = A_c \cdot \eta_{PV} \cdot I_\beta A_c \cdot \eta_{PV} \cdot (T \cdot k_t - T' \cdot k_t^2)$$

(3.7)

If the power electronic interface has an efficiency of $\eta_{PV}$, the net PV power output is given by:

$$G_{PV} = \eta_{PV} \cdot G'_{PV}$$

(3.8)

The values for $\eta_W$ and $\eta_{PV}$ are calculated using the efficiency curves of the power converters [89], [90].

c) Hourly load modeling: This section uses a Gaussian distribution with specific lower and upper limits to model the hourly load variation [83]. Using curve fitting, maximum likelihood estimates of its parameters are calculated for historical hourly load data.

3.1.2. Optimization approach based on genetic algorithm

Optimization using genetic algorithms provides a powerful tool to obtain the optimal capacity for solar energy, wind energy and storage in a hybrid system. Generally, a set of initial solutions (initial populations), randomly selected from the feasible solution space, is used to start the genetic algorithm. The fitness function is evaluated for each solution, and the solutions are consequently ranked. The population then evolves through several operations such as reproduction, crossover and mutation to optimize the fitness function and obtain the final optimal
solution. The process is repeated until a termination criterion is satisfied. This evolutionary algorithm is preferred to classical optimization approaches because it can handle the non-linear, non-convex and non-smooth optimization problem of the component-sizing for the hybrid system. The non-convexity of the problem makes it difficult for classical optimization methods to obtain a global optimum. Genetic Algorithms, on the other hand, globally search the domain of possible solutions for an optimal solution [53], [91]-[92].

Several implementation provisions are considered in this section to avoid convergence to local minima. In this regard, the double vector representation rather than the binary one is used for chromosome codification to guarantee mutation coherence. Scaling the decision variables and using MW/MWh, instead of kW/kWh for the components sizing keeps the feasible solution space smaller and facilitates mutation. A large population size is selected to increase the possibility of convergence to the global minimum, but this significantly increases the computational burden. Two elitism children are maintained for each generation to ensure retaining desirable solutions. The balance between crossover and mutation offspring is kept at a desirable level by adjusting the crossover rate around 78%. To ensure satisfying the constraints, a large penalty factor is assigned to a solution that violates a constraint. Enhanced system efficiency, as well as the fewer number of variables provided by the GA, make it a better solution than classical optimization approaches for optimal component-sizing of hybrid systems. The parameters of the GA are given in Table 6.

Using historical hourly data for wind and PV generation and cooling load, we first normalize the PV and wind generation curves by dividing them by the maximum PV and wind generation. Next, we assign the scaling parameters ($\alpha_{PV}$) and ($\alpha_{W}$) to the normalized PV and
wind curves which show the installed capacities of PV and wind generation. We obtain the optimum scaling parameters $\alpha_{PV}$ and $\alpha_{W}$, as well as the storage capacity by minimizing the cost function:

$$\text{Min Cost} = \text{Min} \left\{ C_{PV} \cdot \alpha_{PV} + C_{W} \cdot \alpha_{W} + C \cdot S + C_{P} \cdot P \right\}$$ (3.9)

The last two terms are the capital costs needed for installing the storage system. The total capital cost of the storage system is composed of four components: the capital cost for energy, the capital cost for power, the system energy balance cost and the system power balance cost. The balance of system energy and power cost can be included in $C_{S}$ and $C_{P}$, respectively [93]. Also, the inverter based interface cost for connecting the PV and wind to the network is considered part of $C_{PV}$ and $C_{W}$.

Table 6. GA parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Population Size</th>
<th>Max Generation</th>
<th>Crossover Rate</th>
<th>Mutation Rate</th>
<th>Elitism Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>200</td>
<td>150</td>
<td>78%</td>
<td>20%</td>
<td>2</td>
</tr>
</tbody>
</table>

The optimization formula given in equation (3.9) is subject to several physical constraints on the parameters. The first constraint is an energy balance equation to guarantee that the combination of wind and PV generation meets the required HV or cooling load over the optimization period. Note that the efficiency of the storage system is always less than unity due to the losses. To compensate for these losses, additional generation is needed. Hence, the energy balance equation must be changed to the following inequality constraint:

$$\sum_{t=1}^{T} G_{PV,t} + \sum_{t=1}^{T} G_{W,t} \geq \sum_{t=1}^{T} L_{t}$$ (3.10.a)
The next constraint guarantees an instantaneous balance between the sum of the generated wind energy, PV energy, and stored energy, and the instantaneous load. The storage is charged when 
\[ G_{PV,t} + G_{W,t} - L_t + L_{S,t} \geq 0 \] and discharged when 
\[ G_{PV,t} + G_{W,t} - L_t + L_{S,t} < 0. \] The instantaneous energy balance in the storage system is as follows:

a) For charging:
\[ S_t = (1 - d)S_{t-1} + \eta_s(G_{PV,t} + G_{W,t} - L_t + L_{S,t}), \forall t \in T \] (3.11.a)

b) For discharging:
\[ S_t = (1 - d)S_{t-1} + (G_{PV,t} + G_{W,t} - L_t + L_{S,t}), \forall t \in T \] (3.11.b)

Utilities often have some intelligent control over HVAC loads including agreements with consumers to shift part of their HVAC loads during peak load hours if there is a problem in the operation of the transmission network. For example, NV Energy's cool share program is associated with approximately 145 MW remote controlled air conditioning load. These loads can be dispatched by NV Energy through “raise/lower” thermostat commands as needed and may include pool pumps, refrigerators, hot tubes, etc. which “need to run” but their exact time of operation is not critical. Load shifting can provide some flexibility regarding this problem. Because the hourly generation of wind farms and solar plants is not strictly under human control, load shifting can be useful during periods of insufficient generation. Implementing smart load control can reduce the mismatch between renewable generation and HVAC load. Load shifting is expressed as:
\( L'_t = L_t - L_{S,t} \) \hspace{1cm} (3.12.a)

\( L'_{t+1} = L_{t+1} + L_{S,t} \) \hspace{1cm} (3.12.b)

To ensure that the shifted load is positive and is less than the specific percentage of the load (\( \delta \)) at each time \( t \), we need:

\[ 0 \leq L_{S,t} \leq \delta \cdot L_t \] \hspace{1cm} (3.13)

Storage systems have a minimum storage level, denoted by \( S_{min} \) that must be maintained to prolong lifetime. In addition, there is typically a maximum storage capacity that is dictated by the size of the renewable generation units, which we denote by \( S_{max} \). The storage at time \( t \) is thus governed by:

\[ S_{min} \leq S_t \leq S_{max} \] \hspace{1cm} (3.14)

The upper bound \( S_{max} \) is not known a priori and is optimally calculated in our solution.

The next constraint ensures that the capacity of the storage system is equal to the maximum storage capacity needed to maintain excess energy at hour \( t \).

\[ S = \max (S_t) \] \hspace{1cm} (3.15)

Assuming the same charge and discharge rate, the maximum power rating of the storage unit is given by:

\[ P_t = G_{PV,t} + G_{W,t} - L_t + L_{S,t} \] \hspace{1cm} (3.16.a)

\[ P = \max |P_t| \] \hspace{1cm} (3.16.b)

The optimization problem can be formulated as follows:

\[ \min \{ f(x,u) \} \] \hspace{1cm} (3.17)

\[ s.t. \quad g(x,u) = 0 \] \hspace{1cm} (3.18)
\[ h(x, u) \leq 0 \] (3.19)

where \( f(x, u) \) is the objective function of (3.9), the decision variables \((u)\) are \( \alpha_{pv}, \alpha_{w} \), and the dependent variables \((x)\) are \( EE, L_t, L'_{t+1}, S_t, S, P_t, P \). The equality constraints of (3.18) are given by (3.10.b), (3.11), (3.12), (3.15), and (3.16), while the inequality constraints of (3.19) are given by (3.13) and (3.14).

We first solve a simplified optimal component-sizing problem without load shifting for the hybrid system using a GA implemented in MATLAB. We then solve the same problem using discontinuous nonlinear programming (DNLP) in GAMS. Table 7 shows the simulation results for this problem. Comparing the GA-based results with the DNLP demonstrates the improved efficiency of the proposed methodology over the classical optimization approaches.

Table 7. Simulation results for GA-based and classical optimization approaches

<table>
<thead>
<tr>
<th>Simulation Results</th>
<th>( \alpha_w (MW) )</th>
<th>( \alpha_{pv} (MW) )</th>
<th>( S (MWh) )</th>
<th>( EE (MWh) )</th>
<th>Total Cost (M$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA (MATLAB)</td>
<td>1.9325</td>
<td>0</td>
<td>3.383</td>
<td>1.148</td>
<td>4.7792</td>
</tr>
<tr>
<td>DNLP (GAMS)</td>
<td>1.9350</td>
<td>0</td>
<td>3.392</td>
<td>1.171</td>
<td>4.786</td>
</tr>
</tbody>
</table>

3.1.3. Probabilistic optimization

The randomness of wind and PV power output and loads are taken into account by using stochastic optimization. The latter is performed using analytical methods or simulation methods [94]. Monte-Carlo simulation (MCS) is a simple and accurate simulation method that uses historical data to determine their PDFs. Random values from these PDFs are used to quantify the uncertainties. The large computational effort is the main obstacle for efficient use of this method. Several approximate methods have been proposed to reduce the computational burden including Taylor series expansion [95], first-order second-moment method (FOSMM) [96], cumulants...
and point estimation (PE) [80]. PE is a popular analytical method because of its accuracy, simplicity, and speed. Two-point estimation (2PE), a variation of PE, is applied in this section to model the uncertainties [81], [82]. Vectors of input and output random variables and the corresponding nonlinear function are given by equations (20), (21), and (22).

\[
X = [\text{Wind Gen.}, \ PV \ Gen., \ HVAC \ Load] \quad (3.20)
\]

\[
Y = [S_t, P_t, EE_t, L_{st}] \quad (3.21)
\]

\[
Y = h(X) \quad (3.22)
\]

Two concentrations of \( f_{x_k} (x_{k,1}, x_{k,2}) \) are used to replace \( f_{x_k} \) by matching its first three moments. The functional relation between \( X_k \) and \( h(X_k) \) is then used to produce two estimates of \( Y \) variants \( (Y_{k,i}=h(\mu_{x_1}, \mu_{x_2}, \ldots, x_{k,i}, \ldots, \mu_{x_{n-1}}, \mu_{x_n}) \text{ for } i=1, 2) \) from \( (x_{k,1}, x_{k,2}) \). \( P_{k,1} \) and \( P_{k,2} \) scale these estimates to compute the expected value and standard deviation of the output.

Figure 6 shows the flowchart for the proposed method. Ten years of historical hourly wind speed, solar irradiance and load data are the inputs. FCM is then used to cluster these data into clusters of days with similar data points. Next, the scaling parameters \( (\alpha_{pv} \text{ and } \alpha_{w}) \) are initialized. The parameters of the 2PE shown in Figure 6 are:

\[
\zeta_{k,i} = \sqrt{n + \left(\frac{\lambda_{k,3}}{2}\right)^2} \quad i = 1, 2 \quad (3.23.a)
\]

\[
\xi_{k,i} = \frac{\lambda_{k,3}}{2} + (-1)^{3-i} \zeta_{k,i} \quad i = 1, 2 \quad (3.23.b)
\]

\[
P_{k,i} = \frac{(-1)^i \xi_{k,i}}{2n \times \zeta_{k,i}} \quad i = 1, 2 \quad (3.23.c)
\]
\[ x_{k,i} = \mu_{X_k} + \xi_{k,i} \sigma_{X_k} \quad i = 1, 2 \]  

Once the 2PE parameters are calculated for the input random variables, equations (3.2)-(3.3) and (3.7)-(3.8) are used to calculate these parameters for the normalized net wind and PV power outputs. The normalized outputs are then multiplied by the scaling parameters to calculate the hourly net PV and wind generation using vector \( Z \). Note that \( \mu_{X_k} \) in \( Z \) is replaced by \( x_{k,i} \) (\( i = 1, 2 \)) at each iteration. The power rating of the storage system at time \( t \) (\( P_t \)) is then calculated by the energy management function (EMF). If \( P_t \) is positive, more generation is provided and the storage system is charged. If negative, the load exceeds generation and the storage system is discharged to supply the excess load. If the energy stored is less than \( S_{min} \), part of the load is shifted to the next hour. If the energy stored is less than \( S_{min} \) after the maximum allowable load shifting (a specific percentage of the HVAC load (\( \delta \))), new scaling parameters are selected by GA to satisfy this constraint. The first and second moments of the output variables are then calculated by:

\[
E(Y) \approx \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h([\mu_{X_1}, \ldots, x_{k,i}, \ldots, \mu_{X_n}]))) \quad (3.25.a)
\]

\[
E(Y^2) \approx \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h^2([\mu_{X_1}, \ldots, x_{k,i}, \ldots, \mu_{X_n}]))) \quad (3.25.b)
\]

Given \( E(Y) \) and \( E(Y^2) \), we calculate the mean and standard deviation of the output variables.

\[
\mu_Y = E(Y) \quad (3.26.a)
\]

\[
\sigma_Y = \sqrt{E(Y^2) - \mu_Y^2} \quad (3.26.b)
\]

The fitness function is then evaluated and a confidence coefficient (\( \gamma \)) is allocated to the
probabilistic constraints:

\[ P(X \geq X_{\text{min}}) \geq \gamma \]  \hspace{1cm} (3.27)
Figure 6. Flowchart for the probabilistic GA-based optimization approach using 2PE
Next, the constraints are checked for violation. If there is any violation, the violated constraints are assigned a large penalty factor ($\nu$) and combined with the fitness function $f$ to give:

$$f'(x, u) = f(x, u) + \nu[h(x, u)]^2$$

This combination assigns a higher cost to an infeasible solution candidate than to a feasible one with the same objective values [91].

Implementing the crossover and mutation operators to the chromosomes, the offspring population is created and then used to produce the next generation by selection and reproduction. This evolutionary algorithm is repeated until reaching the termination criterion. Eventually, the best chromosome is selected as the optimal solution. The fitness function of the GA is a weighted sum of the hybrid system installation costs for all the clusters and is given by:

$$Fitness\ Function = \text{Min} \left\{ \sum_{c=1}^{C} w_c C o s t_c \right\}$$

The weighting coefficient for each cluster ($w_c$) is defined as the ratio of the number of days within that cluster to the total number of days ($365 \times 10$ days). Minimizing the installation cost of the hybrid system selects the optimum PV, wind generation, and storage capacity to supply the HVAC load at the desired confidence level without the need for supplementary generation.

3.2. Case Studies

In this section, we examine two scenarios for an energy management system combining renewable energy generation and energy storage. The first is a simplified deterministic scenario that allows us to better demonstrate the interplay between storage and renewable energy generation to meet an HVAC load. The second scenario is stochastic and includes the complexity
introduced by the uncertainties of renewable energy generation and cooling loads. We present simulation results for the optimal GA or GA-2PE solution subject to the constraints (3.10.b) and (3.11)-(3.16).

3.2.1. Scenario I: Deterministic wind/PV generation and cooling load

Scenario I corresponds to deterministic wind generation PV generation, and cooling load for a residential feeder over a single day [98]-[100]. The peak wind generation level is typically significantly less than the generation capacity as observed in this data set [98]. Two different cases are studied using GA-based optimization. Figure 7 shows the hourly generation of the PV system and wind system normalized based on the maximum installed capacities of PV and wind generation for a single day. Figure 8 shows the hourly cooling load for a residential feeder.

![Figure 7. Normalized hourly PV generation and wind generation](image)

Installation costs of the storage system for energy and power are 0.2 $/Wh, and 0.25 $/W [93]. Piece-wise linear cost functions are assigned to the PV and wind generation to calculate the associated installation costs [101], [102]. These are the average installation costs of the different
technologies for utility-scale (hundreds to thousands of kilowatts) systems.

![Image of a graph]

**Figure 8.** Hourly cooling load of a residential feeder for a single day

The minimum allowable charge of the storage system is 3% of its rated capacity [103]. This minimum charge, necessary for some storage technologies, is for ensuring a longer life time.

**Case Study I:** The optimization problem is solved for the normalized PV generation, wind power and cooling load as shown in Figures 7 and 8. The maximum allowable load shifting is 30% of the load for each hour. The simulation results in Figure 9 show that in the absence of load shifting the modified cooling load is the same as the cooling load during hours 1-15. Storage shows the state of charge of the storage system at each hour. At each hour, the energy stored in the storage system at time \( t \) can be calculated by adding two components; the energy stored in the storage system at time \( t-1 \) reduced to account for discharge over one hour, and the excess energy given by the difference between the generation and load over a one hour period scaled to account for the roundtrip efficiency of the storage system. As shown, wind generation is always included in the optimal solution since wind installation cost per MW is less than PV installation.
cost. The storage system is charged in the early hours of the day when more energy is available and the load is low, then releases the energy stored when the load exceeds generation. During peak hours when the wind is low and the storage is not sufficiently charged, load shifting dispatches the flexible loads to hours when the wind energy is in excess of the load. This is evident for hours 17, 22, 23, and 24 where the shifted loads are fully met.

For this case study, the optimum PV, wind installation and storage capacity are 0.0 MW, 1.9 MW and 2.92 MWh (with 0.93 MW). The excess energy, i.e. the amount of energy in excess of the load, is 0.85 MWh. Total installation cost of the system is $4.615 \times 10^6 ($3.80 \times 10^6 for wind and $0.815 \times 10^6 for storage).

**Case Study II:** This case study evaluates the possibility of matching HVAC load and PV plants, which is particularly important for regions with poor wind speed profiles and an abundance of solar energy. The 24 hour simulation period starts at noon when solar energy is most readily available. The optimum PV, and storage capacity are 2.85 MW, and 6.4 MWh (with 1.81 MW)
and the excess energy produced is 4.58 MWh. Total installation cost of the system is minimized at $13.404 \times 10^6$ ($11.671 \times 10^6$ for PV $1.733 \times 10^6$ for storage). The simulation results show that by installing more PV capacity and storage capacity the load can be fully supplied without wind energy generation. Another observation is that the storage capacity needed for this case study is larger than Case Study I where wind energy, is available during most hours of the day. This is because solar energy is only available during daylight hours and storage provides energy for the remainder of the day.

3.2.2. Scenario II: Stochastic wind/PV generation and cooling load

Scenario II corresponds to stochastic models of wind generation, PV generation, and cooling load. PDFs are obtained from historical hourly wind speed and solar irradiance using curve fitting [85]. Wind and PV power are derived based on equations (3.1)-(3.5). Similarly, we calculate the maximum likelihood estimates of the normal distribution parameters for historical hourly cooling load data for a residential feeder. GA-2PE stochastic optimization evaluates the efficiency of the hybrid system for 10%, 20%, 30%, 40% and 50% load shifting (L.S.).

Case Study I: The GA-based optimization problem is solved considering the probabilistic PV generation, wind generation and cooling load. Figures 10 and 11 show the cumulative distribution functions $F_S(s)$ of the storage capacity ($S$) and $F_{EE}(ee)$ of the excess energy ($EE$) for each load shifting.
Figure 10. Cumulative distribution of the maximum capacity of the storage system for different load shifting percentages (Scenario II, Case Study I)

Figure 11. Cumulative distribution of the excess energy of the system for different load shifting percentages (Scenario II, Case Study I)

For both $S$ and $EE$, the cumulative probabilities increase with load shifting. Thus, increasing the load shifting from 10 to 50 percent provides the system with more flexibility and reduces the storage capacity and excess energy of the system. This leads to a more efficient system with less energy dissipated due to the non-ideal characteristics of the storage system.
Case Study II: This case study evaluates the possibility of matching HVAC load and PV plants for regions with poor wind speed profiles and an abundance of solar energy. The CDFs, $F_s(s)$ of the storage capacity ($S$) and $F_{EE}(ee)$ of the excess energy ($EE$) for this case study show a similar trend to those of Case Study I and are not provided for brevity. For both $S$ and $EE$, the cumulative probabilities increase with load shifting. Thus, increasing the load shifting from 10 to 50 percent provides the system with more flexibility.

Table 8. Installed wind and PV capacity, maximum storage capacity, and excess energy (Scenario II)

<table>
<thead>
<tr>
<th>Load Shifting</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_w(MW)$</td>
<td>2.611</td>
<td>2.478</td>
<td>2.347</td>
<td>2.219</td>
<td>2.096</td>
</tr>
<tr>
<td>$\mu_s(MWh)$</td>
<td>11.630</td>
<td>10.309</td>
<td>9.004</td>
<td>7.735</td>
<td>6.576</td>
</tr>
<tr>
<td>$\sigma_s(MWh)$</td>
<td>11.139</td>
<td>10.505</td>
<td>9.891</td>
<td>9.168</td>
<td>7.820</td>
</tr>
<tr>
<td>$\mu_{EE}(MWh)$</td>
<td>10.364</td>
<td>9.000</td>
<td>7.655</td>
<td>6.340</td>
<td>5.068</td>
</tr>
<tr>
<td>$\sigma_{EE}(MWh)$</td>
<td>2.712</td>
<td>2.563</td>
<td>2.421</td>
<td>2.255</td>
<td>2.110</td>
</tr>
<tr>
<td>Wind Cost (M$)</td>
<td>5.222</td>
<td>4.956</td>
<td>4.695</td>
<td>4.439</td>
<td>4.191</td>
</tr>
<tr>
<td>Storage Cost (M$)</td>
<td>2.510</td>
<td>2.232</td>
<td>1.955</td>
<td>1.685</td>
<td>1.441</td>
</tr>
<tr>
<td>$\alpha_{pr}(MW)$</td>
<td>3.883</td>
<td>3.844</td>
<td>3.776</td>
<td>3.690</td>
<td>3.542</td>
</tr>
<tr>
<td>$\mu_s(MWh)$</td>
<td>9.114</td>
<td>8.968</td>
<td>8.728</td>
<td>8.429</td>
<td>7.919</td>
</tr>
<tr>
<td>$\sigma_s(MWh)$</td>
<td>4.251</td>
<td>4.208</td>
<td>3.488</td>
<td>3.409</td>
<td>3.274</td>
</tr>
<tr>
<td>$\mu_{EE}(MWh)$</td>
<td>9.131</td>
<td>8.871</td>
<td>8.426</td>
<td>7.855</td>
<td>6.880</td>
</tr>
<tr>
<td>$\sigma_{EE}(MWh)$</td>
<td>2.613</td>
<td>2.799</td>
<td>2.821</td>
<td>2.773</td>
<td>2.801</td>
</tr>
<tr>
<td>PV Cost (M$)</td>
<td>15.922</td>
<td>15.760</td>
<td>15.483</td>
<td>15.128</td>
<td>14.522</td>
</tr>
<tr>
<td>Storage Cost (M$)</td>
<td>2.467</td>
<td>2.429</td>
<td>2.366</td>
<td>2.286</td>
<td>2.151</td>
</tr>
</tbody>
</table>
Table 8 gives the installed wind and PV capacity, the expected value and standard deviation of storage capacity and excess energy. This table also provides optimal installation cost of the hybrid system for renewable energy generation and storage system.

Table 9 gives the cost of the hybrid system for different risk levels. Assigning a confidence coefficient ($\gamma$) to the probabilistic constraints, risk is defined as the percentage of the random variable violating the corresponding constraint:

\[ Risk(\%) = 1 - \gamma \]  \hspace{1cm} (3.30)

<table>
<thead>
<tr>
<th>Risk Level (%)</th>
<th>75</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Study I</td>
<td>Wind Cost (M$)</td>
<td>3.769</td>
<td>4.191</td>
<td>4.799</td>
<td>6.121</td>
</tr>
<tr>
<td></td>
<td>Storage Cost (M$)</td>
<td>1.059</td>
<td>1.441</td>
<td>2.070</td>
<td>3.471</td>
</tr>
<tr>
<td>Case Study II</td>
<td>PV Cost (M$)</td>
<td>14.341</td>
<td>14.522</td>
<td>15.256</td>
<td>17.265</td>
</tr>
<tr>
<td></td>
<td>Storage Cost (M$)</td>
<td>2.111</td>
<td>2.151</td>
<td>2.315</td>
<td>2.782</td>
</tr>
</tbody>
</table>

As shown in Table 8, increasing load shifting from 10 to 50 percent decreases the expected value of $S$ from 11.630 MWh to 6.576 MWh and decreases the expected value of $EE$ from 10.364 MWh to 5.068 MWh for Case Study I. The same trend is observed for Case Study II, where the expected value of $S$ decreases from 9.114 MWh to 7.919 MWh and the expected value of $EE$ decreases from 9.131 MWh to 6.880 MWh as load shifting changes from 10% to 50%. Note that renewable energy sources have already been installed in many electric utility systems across the United States. Therefore, the total cost of the hybrid system will be significantly reduced if these resources are already in place. The proposed methodology provides electric utilities with an energy management tool to optimally utilize these resources and the
storage system to meet the HVAC load of the residential feeders at a desired confidence level. Case Studies I and II show the economic benefits of using wind power to supply the HVAC load. This is evident from the lower installation costs of the hybrid system in Case Study I with respect to Case Study II. In addition, optimal solutions for Case Study I require less wind power capacity than the PV power capacity of Case Study II. The simulation results summarized in Table 9 provide a quantitative representation of the compromise between cost and risk in the hybrid system.

3.3. Conclusions

This section evaluates the efficiency of a hybrid system that combines renewable energy generation and energy storage to meet a controllable HVAC load. Using historical data and curve fitting, wind and PV generation and cooling loads are stochastically modeled. FCM clustering provides ten data clusters that properly represent the effects of seasonal variations. GA-based optimization is proposed to minimize the cost and increase the efficiency. This method is tested on a residential feeder and different case studies are carried out to investigate the factors affecting the energy efficiency of the system. Simulation results show that increasing the load shifting percentage gives the system more flexibility and may lead to less excess energy and more efficiency. Our results show the compromise between risk of failure to meet demand and cost for different wind and PV generation levels. Case studies demonstrate the economic benefits of using wind power to supply the HVAC load. In addition, the proposed methodology provides utility companies with an energy management tool to optimally utilize the installed renewable energy sources and the storage system to meet the flexible loads of the residential/commercial
industrial feeders.

3.4. Methodology for reliability calculation

The main objective of this section is to match HVAC loads with renewable energy sources without the need for supplementary conventional generations or grid-connection strategies. This will expand the use of renewable energy to reduce greenhouse gases associated with conventional generation. An isolated stand-alone hybrid energy system including storage, wind, and PV generation is designed to economically and reliably supply the HVAC load. Load shifting is used to provide the demand flexibility and meet the objective.

3.4.1. ARMA model for wind speed, solar irradiance and load

The SMCS requires sampling from sequences of distributions to chronologically simulate the random behavior of the system [104]. Time series methods are used to provide such sequences and model the uncertainties for the sequential analysis. Several references used ARMA as a time series model to characterize random variations of wind and solar generation. An $a^{th}$-order AR and $b^{th}$-order MA model represents the long-term wind/solar/load characteristics [105], [106]:

$$y_t = \sum_{i=1}^{a_r} \varphi_i y_{t-i} + \sum_{j=0}^{b_r} \theta_j \varepsilon_{t-j}$$  \hspace{1cm} (3.31)

where $\varepsilon_t$ is the white noise with zero mean, zero autocorrelation and unity variance. Ten years of historical hourly wind speed, clearness index, and load data are used to calculate the autoregressive and moving average coefficients and obtain a statistical model that accounts for a long-term scheduling period. This model uses the randomly generated value of $\varepsilon_t$ and the
previous values of $y$ and $\varepsilon$ to provide a time series representation for $y$ and generate hourly samples for the one-year scheduling period. Since wind, PV and load follow specified patterns and the utilized ten-year data is more likely to cover all states that may occur for wind, PV and load profiles, the modeling technique properly represents the system’s behavior for the scheduling period. The time series ($y_t$) is shifted using the mean and scaled using the standard deviation of the historical data to obtain hourly data for wind speed, clearness index and load [107]:

$$SW_t = \mu_{w_t} + y_{w_t} \cdot \sigma_{w_t}$$ (3.32)

$$Sk_t = \mu_{k_t} + y_{k_t} \cdot \sigma_{k_t}$$ (3.33)

$$SL_t = \mu_{l_t} + y_{l_t} \cdot \sigma_{l_t}$$ (3.34)

The simulated wind speed is used to calculate the wind power output [77]:

$$G'_{w} = \begin{cases} 
0 & v \leq v_l, v \geq v_o \\
\frac{v-v_l}{v_r-v_l}G_{w_r} & v_l \leq v \leq v_r \\
G_{w_r} & v_r \leq v \leq v_o
\end{cases}$$ (3.35)

Assuming an efficiency of $\eta_w$ for the power electronic interface, the net wind power output is:

$$G_w = \eta_w \cdot G'_{w}$$ (3.36)

A single-row layout with sufficient distance between the individual turbines is assumed for the wind farm to avoid the wake effects in the prevailing wind direction.

Solar irradiance is stochastically modeled using the clearness index ($k_t$) which is described as the quotient of the irradiance on a flat level, $I_t$ (kW/m$^2$), and the extraterrestrial solar irradiance, $I_o$ (kW/m$^2$) [87]:
\( k_t = \frac{I_t}{I_o} \)  

(3.37)

The irradiance with an inclining angle of \( \beta \) with respect to the horizontal plane, \( I_\beta \), is given by:

\[ I_\beta = T \cdot k_t - T' \cdot k_t^2 \]  

(3.38)

\( T \) and \( T' \) are given by:

\[
T = \left[ \left( R_b + \rho \cdot \frac{1 - \cos \beta}{2} \right) + \left( \frac{1 + \cos \beta}{2} - R_b \right) \cdot p \right] \cdot r_d \cdot \frac{H_0}{3600} \\
T' = \left( \frac{1 + \cos \beta}{2} - R_b \right) \cdot q \cdot r_d \cdot \frac{H_0}{3600} 
\]

(3.39)

(3.40)

\( p \) and \( q \) are parameters defining the correlation of the diffuse fraction \( k \) with the clearness index \( k_t \) as follows [34]:

\[ k = p - q k_t \]  

(3.41)

The simulated clearness index is used to calculate the PV power output by:

\[ G_{PV} = A_c \cdot \eta_{PV} \cdot I_\beta = A_c \cdot \eta_{PV} \cdot (T \cdot k_t - T' \cdot k_t^2) \]  

(3.42)

Assuming an efficiency of \( \eta_{PV} \) for the power electronic interface, the net PV power output is:

\[ G_{PV} = \eta_{PV} \cdot G_{PV}' \]  

(3.43)

The efficiency curves of the converters are used to calculate \( \eta_{W} \) and \( \eta_{PV} \) [89], [90].

3.4.2. Optimization problem

Wind and PV capacity installations, \( \alpha_W \) and \( \alpha_{PV} \), are multiplied by the normalized renewable generation to represent the electric power generated by renewable resources. These parameters as well as the power rating and capacity of the storage system are included in the objective function to minimize the sum of installation, operation and maintenance costs of the hybrid energy system.
The optimization problem can be formulated as follows:

\[
\begin{align*}
\min \{ f(\bar{x}, \bar{u}) \} \\
\text{s.t.} \quad g(\bar{x}, \bar{u}) &= 0 \\
\quad h(\bar{x}, \bar{u}) &\leq 0
\end{align*}
\]  

where \( f(\bar{x}, \bar{u}) \), \( g(\bar{x}, \bar{u}) \), \( h(\bar{x}, \bar{u}) \) are the objective function, equality constraint, inequality constraint, dependent and decision variables, respectively.

The objective function of (14) is given by:

\[
\begin{align*}
\text{Min } C_{HPS} = \text{Min } \{(IC_{PV} + OMC_{PV}).\alpha_{PV} + (IC_{W} + OMC_{W}).\alpha_{W} + C_{S}.S + C_{P}.P\}
\end{align*}
\]  

The last two terms of \( C_{HPS} \) \( (C_{S}.S + C_{P}.P) \) indicate the storage cost. The balance-of-system (BOS) costs for energy and power are included in \( C_{S} \) and \( C_{P} \), respectively [93].

The power electronic interface cost for connecting the PV and wind to the network is considered part of \( C_{PV} \) and \( C_{W} \). The constraints of (3.45) and (3.46) include design, load and reliability constraints which are discussed next.

3.4.3. Design Constraints

Because of the physical limits existing in operation of the hybrid system, any feasible solution of the optimization problem must satisfy the following constraints:

Storage constraints: These constraints must satisfy an instantaneous energy balance between the sum of the generated and stored energy and the load. The balance of energy for charging and discharging of the energy storage system is given by (3.48.a) and (3.48.b), respectively.

\[
\begin{align*}
S_t &= (1 - d)S_{t-1} + \eta_S(G_{PV_t} + G_{W_t} - L_t + L_{S_t} + L_{I_t}), \forall t \in T \\
\text{for } G_{PV_t} + G_{W_t} - L_t + L_{S_t} + L_{I_t} &\geq 0
\end{align*}
\]
\[ S_t = (1 - d)S_{t-1} + (G_{PVt} + G_{Wt} - L_t + L_{St} + L_{It}), \forall t \in T \] (3.48.b)

for \( G_{PVt} + G_{Wt} - L_t + L_{St} + L_{It} < 0 \).

The storage at time \( t \) satisfies the minimum and maximum capacity requirements as:

\[ S_{min} \leq S_t \leq S_{max} \quad \forall t \in T \] (3.49)

The storage system capacity \( (S) \) is defined as the maximum of the storage capacities over the scheduling period.

\[ S = \max \{S_t\} \quad t \in T \] (3.50)

Assuming \( P_{max} \) as the power rating, then for each hour, the storage system must satisfy:

\[ P_t = G_{PVt} + G_{Wt} - L_t + L_{St} + L_{It} \quad \forall t \in T \] (3.51.a)

\[ |P_t| \leq P_{max} \quad \forall t \in T \] (3.51.b)

The storage power rating is:

\[ P = \max |P_t| \quad t \in T \] (3.52)

Load constraints: Limited human control on the generation of the intermittent renewable resources may lead to a significant mismatch between renewable generation and HVAC load in a hybrid power system. Load shifting and interruption provide some flexibility to reduce this mismatch, especially during periods of insufficient generation and/or peak load. This is particularly true for HVAC loads such as refrigerators, pool pumps and hot tubes, which have a flexible time of operation. Load shifting and interruption are implemented as:

\[ L'_t = L_t - L_{St} - L_{It} \quad \forall t \in T \] (3.53.a)

\[ L'_{t+1} = L_{t+1} + L_{St} \quad \forall t \in T \] (3.53.b)

The shifted load is supplied at the earliest opportunity when the renewable generation is in
excess of the required load. The following inequality constraint ensures that the shifted load remains between the minimum and maximum allowable load shifting for time $t$:

$$0 \leq L_{S_t} \leq \delta \cdot L_t \quad \forall t \in T$$

(3.54)

If $G_{PV_t} + G_{W_t} - L_t + L_{S_t} + L_{I_t} \geq 0$, (3.48.a) is used to charge the storage system. If $G_{PV_t} + G_{W_t} - L_t + L_{S_t} + L_{I_t} < 0$, the storage system is discharged using (3.48.b) to supply the excess load. If the stored energy is less than $S_{\text{min}}$, part of the load is shifted to the next hour using (3.53.a) and (3.53.b). If the maximum allowable load shifting ($\delta \cdot L_t$) cannot satisfy the minimum capacity requirement specified by (3.49), the load is interrupted to balance the hybrid power and load.

Reliability constraints: Reliability assessment evaluates the quality of meeting load in a composite power system. During periods of generation deficiency or peak load when the hybrid power system cannot supply the load, load shifting is applied to balance the hybrid power and load. The load is interrupted if the maximum allowable load shifting cannot meet this objective. Reliability assessment of the hybrid power system considers the system uncertainties contributing to the load interruption. These uncertainties include equipment failure rates and random changes in both renewable generation and load. Equipment failure and repair characteristics provide the two-state models for each individual generating unit. The reliability models of wind turbines and PV arrays in a hybrid power system are the combination of these two-state models and power output models defined by (3.36) and (3.43). The wind/PV power output from each individual wind turbine/PV panel is then added to calculate the total power generated by the wind turbines/PV units within a wind/PV farm. Figure 12 shows the reliability
model for a wind/PV generator.

![Diagram](image)

Figure 12. Reliability model for Wind/PV generator.

The equipment unavailability or equipment forced outage rate (FOR) is the statistically calculated forced outage probability of the unit for a long time period:

\[
FOR = \frac{r}{r+m}
\] (3.55)

where \(r\) is the down time and \(m\) is the up time of each unit. Both are exponentially distributed.

An up-down sequence is generated for the scheduling period. This sequence is used with the wind speed/clearness index - power curves to obtain the generating capacity sequence [108].

The energy not supplied (ENS) over a scheduling period \((T)\) is:

\[
ENS = \sum_{t=1}^{T} L_{lt}
\] (3.56)

The expected energy not supplied (EENS) is a probabilistic index for the reliability analysis of the hybrid power system and is expressed as:

\[
EENS = \frac{\sum_{n=1}^{N} ENS_n}{N}
\] (3.57)

The reliability of the hybrid power system is measured using the energy index of reliability (EIR) as follows:

\[
EIR = 1 - \frac{\sum_{n=1}^{N} \sum_{t=1}^{T} L_{lt}}{\sum_{n=1}^{N} \sum_{t=1}^{T} L_t} = 1 - \frac{EENS}{EE_d}
\] (3.58)

where \(EE_d\) is the expected energy demand of the hybrid power system design candidates over the
scheduling period.

A reliability constraint guarantees that the energy index of reliability (or expected energy not supplied) satisfies the desired reliability level for the hybrid power system. This constraint can be expressed by either of the following inequalities:

\[ EENS \leq EENS_{des} \]  \hspace{1cm} (3.59.a)

\[ EIR \geq EIR_{des} \]  \hspace{1cm} (3.59.b)

3.4.4. Sequential Monte Carlo Simulation

SMCS is used in this chapter to deal with uncertainties of the hybrid power system. The method simulates the chronological progress of the system by generating the random sequential samples of system states. ARMA models of renewable energy generation and HVAC loads are used to simulate these sequences. This process is repeated for many trials to obtain distributions for the output random variables [108], [109]. The output and input random vectors are related by:

\[ Y = h(X) \]  \hspace{1cm} (3.60)

SMCS produces a sample \( (x_{n,t}^{(k)}) \) for each input random variable \( (x^{(k)}) \) using its ARMA model. The functional relation between \( x^{(k)} \) and \( h(x^{(k)}) \) is then used to produce the output for each sample. It repeats this process for a specified number of simulation \( (N) \) over a scheduling period \( (T) \). Using the sample outputs for the \( k^{th} \) input random variable \( (y_{n,t}^{(k)}) \), the distribution for the \( k^{th} \) output random variable \( (f_{y^{(k)}}) \) can be derived [110].

Mathematically, SMCS includes a set of algorithms that produce a collection of \( N \) weighted random samples \( \{\omega_{n}^{(k)}, x_{n,t}^{(k)}; n = 1,2,...,N\} \) where \( \omega_{n}^{(k)} > 0 \) and \( \sum_{n=1}^{N} \omega_{n}^{(k)} = 1 \) at each time instance such that for the function \( h(x_{n,t}^{(k)}) \):
3.4.5. Pattern search

A PS-based optimization technique is utilized in this chapter to optimally size wind generation, PV generation and adequately size energy storage capacity in a hybrid power system, while satisfying a specified reliability level. Generally, an initial starting point supplied by the user is used to start the algorithm. A mesh, a set of points, is then established around the present point of the algorithm. The present point is added with a set of vectors, called direction vectors, which are scaled with a scalar coefficient to make the mesh. The scalar is called the mesh size and its default value is unity for the first iteration. This is illustrated in Figure 13 where \([0 1]\), \([1 0]\), \([-1 0]\) and \([0 -1]\) are the direction vectors and \(X_0\) is the initial point. The mesh points are polled by the algorithm based on their fitness function values. If a point improves the fitness function value over the present point, it is chosen as the present point \((X_t)\) for the next iteration and the poll is successful. Upon a successful poll, the algorithm expands the existing mesh size with an expansion coefficient (default value of 2) and uses the new mesh size to form the expanded mesh around the present point. This results in \(2*[1 0] + X_1\), \(2*[0 1] + X_1\), \(2*[-1 0] + X_1\) and \(2*[0 -1] + X_1\) as the mesh points for iteration 2. A successful poll of the mesh points by the algorithm gives \(X_2\) as the present point and the current mesh size is multiplied by 2 to get a mesh size of 4 at the third iteration. Otherwise, if the poll is unsuccessful for iteration 2, the present point is retained \((X_2 = X_1)\) and the mesh size is reduced for the next iteration. Towards this end, the algorithm multiplies the current mesh size by a contraction factor (0.5) and polls the next
iteration with a smaller mesh size.

\[
\begin{align*}
X_0 + [0 \ 1] \circ X_0 + [-1 \ 0] \circ X_0 \bullet \circ X_0 + [1 \ 0] \circ X_0 + [0 \ -1]
\end{align*}
\]

Figure 13. Formation of mesh for PS.

The process halts upon the satisfaction of a termination criterion with one of the following situations:

- The mesh size is smaller than a specified value for the mesh tolerance.
- The iteration number is greater than a specified value.
- The distance between the points found at two consecutive successful polls is less than a specified tolerance.

This evolutionary algorithm is appropriate to solve the non-linear, non-convex and non-smooth problem of the optimal hybrid power system design where the classical optimization methods cannot handle the non-convexity and discontinuity of the objective function. Moreover, uncertain factors considered for the reliability assessment of the hybrid power system make our optimization problem a stochastic program that cannot be solved by the traditional derivative-based optimization methods.

A genetic algorithm is used to generate the initial solution because of its global search ability which ensures the convergence of the optimization to the global optimum. Direct search tools such as PS are faster than GA to locally find the optimal solution. The search capability of the population-based evolutionary algorithms such as GA is highly dependent on the population size which significantly increases the computational burden if used in combination with SMCS.
for the whole optimization process. Thus, the GA-based SMCS optimization necessitates a compromise between the number of simulations and population size to make its computational time reasonable. This compromise may result in an in-convergence state or non-optimal solution. Local search ability and high speed of PS make it an efficient direct search tool to resume the optimization process from the initial solution generated by GA and improve the computational efficiency [111], [112].

We first ran the optimization problem using our proposed method (PS-based SMCS) and then solved the same problem using GA with the population size of 50 and generation number of 20. Table 10 of the Appendix shows the simulation results for the PS based optimization as well as the GA results for 1000 simulations. These results demonstrate the improved efficiency of the proposed PS-based SMCS over the GA-based SMCS optimization.

Table 10. Simulation results for PS-based and GA-based SMCS

<table>
<thead>
<tr>
<th>Method</th>
<th>$EENS_{des}$ (MWh)</th>
<th>$\alpha_{PV}$ (MW)</th>
<th>$\alpha_{W}$ (MW)</th>
<th>$C_{inv}$ (M$)</th>
<th>Simulation Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS-based SMCS</td>
<td>0.10</td>
<td>0.000</td>
<td>2.9250</td>
<td>8.4341</td>
<td>358.65</td>
</tr>
<tr>
<td>GA-based SMCS</td>
<td>0.10</td>
<td>0.221</td>
<td>2.6821</td>
<td>8.5631</td>
<td>2598.67</td>
</tr>
</tbody>
</table>

3.4.6. PS-based SMCS optimization

Figure 14 presents the flowchart for the developed method. The vectors of input and output random variables are:

\[ X = \left[ \text{Wind Speed}, \text{Clearness Index}, \text{HVAC Load} \right] \]  \hspace{1cm} (3.62)

\[ Y = \left[ S, P, L_{gr}, L_{ic}, EIR \right] \]  \hspace{1cm} (3.63)

Ten years of hourly load, clearness index and wind speed data are used to characterize the
uncertainties of the HVAC load and solar/wind generation by their ARMA models. The scaling parameters ($\alpha_{pv}$ and $\alpha_{we}$) are initialized using GA then used as the initial solutions to start the PS algorithm. For each sample, a large penalty coefficient ($\nu$) is enforced on the violated constraints to assign a higher cost to an infeasible solution [91]. The combination is given by:

$$f'(\bar{x}, \bar{u}) = f(\bar{x}, \bar{u}) + \nu[h(\bar{x}, \bar{u})]^2$$ (3.64)

PS optimization obtains the optimal sizing of the hybrid system components for a specified number of simulations ($N$) over a scheduling period ($T$). The optimal configuration of the hybrid power system ensures that the system reliability requirements are met with minimum investment cost.
Figure 14. Flowchart for the PS-based SMCS optimization.
3.4.7. Sensitivity analysis

The proposed methodology minimizes the investment cost of the hybrid power system for a specified level of reliability. Sensitivity analysis of the cost with respect to the reliability level helps the investors make a rational decision that is a compromise between the cost and reliability. An Epsilon-constraint approach is used to determine the trade-off region for the hybrid power system where the cost minimization is the objective function and the reliability criteria is the constraint. Towards this end, $EENS_{des}$ is changed by $\epsilon$ values and the objective function is calculated for the desired reliability level. An efficient decision-making method is then required to realize the best compromise between the reliability and cost for a hybrid power system. We use a compromise solution that minimizes the normalized Euclidian distance between the potential optimal and utopia points. The utopia point is the point which is close enough to the minimum point. We solve the minimization [113]:

$$\min_{U \in \Phi} \left\{ \sum_{i=1}^{2} \left[ F_i(U) - F_i^0 \right]^2 \right\}^{1/2}$$  \hspace{1cm} (3.65)

$F_i(U)$ is the normalized function for each decision criterion $C_i$ and is given by:

$$F_i(U) = \frac{C_i^{max} - C_i(U)}{C_i^{max} - C_i^{min}}$$  \hspace{1cm} (3.66)

where, $C_i^{max}$ and $C_i^{min}$ are the maximum and minimum values of $C_i$ and $F_i^0$ is the normalized utopia point. By solving (3.65) with $F_i^0 = 1$, each criterion would be as close as possible to its minimum point. Normalization is necessary because different criteria have different units.
3.5. Case Studies

Two cases are evaluated in this section for an optimal design of the hybrid power system. The first case considers no load interruption and provides the sizing requirements of the hybrid power system for worst-case scenarios. It also gives the probability distributions of the output random variables. Based on the design parameters, it then calculates the reliability index of the hybrid power system. The second case provides a stochastic framework to optimally satisfy the system reliability requirements with the minimum investment cost. This scenario examines the load shifting strategy and its potential impacts on the hybrid system reliability/cost evaluation. The wind speed, clearness index and load data are from the Bonneville Power Administration authority and Mesonet [114], [85]. Capital costs for energy and power of the storage system are 0.2 $/Wh, and 0.25 $/W [93]. Capital costs for wind and PV generation and the values of the system parameters for the case studies are provided in Table 11. The parameters for the wind, PV and load ARMA models are provided in Table II.

Table 11. Installation costs of wind and PV generation and values of the system parameters [34], [37], [89], [90], [101], [102]

<table>
<thead>
<tr>
<th>Wind Generation (kW)</th>
<th>&lt; 100</th>
<th>100-1000</th>
<th>1000-1750</th>
<th>≥ 1750</th>
</tr>
</thead>
<tbody>
<tr>
<td>Installation Cost ($/kW)</td>
<td>4000</td>
<td>2300</td>
<td>2200</td>
<td>2000</td>
</tr>
<tr>
<td>OMC ($/kW)</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PV Generation (kW)</td>
<td>≤ 2</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Installation Cost ($/kW)</td>
<td>9800</td>
<td>5200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OMC ($/kW)</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_i = 3 \text{ m/h}$</td>
<td>$v_r = 17 \text{ m/h}$</td>
<td>$v_i = 3 \text{ m/h}$</td>
<td>$v_r = 17 \text{ m/h}$</td>
<td></td>
</tr>
<tr>
<td>$\eta_S = 89%$</td>
<td>$\eta_{PV} = 95%$</td>
<td>$\eta_S = 89%$</td>
<td>$\eta_{PV} = 95%$</td>
<td></td>
</tr>
<tr>
<td>$I_0 = 1367 \text{ W/m}^2$</td>
<td>$\beta = 0^\circ$</td>
<td>$I_0 = 1367 \text{ W/m}^2$</td>
<td>$\beta = 0^\circ$</td>
<td></td>
</tr>
<tr>
<td>$p = 0.9$</td>
<td>$q = 0.1$</td>
<td>$p = 0.9$</td>
<td>$q = 0.1$</td>
<td></td>
</tr>
</tbody>
</table>

3.5.1. Case I: Hybrid power system design without the reliability constraints

Case I uses PS optimization to size the hybrid power system components for each
simulation with no load interruption. Figure 15 shows the PDFs for the installed storage, wind and PV capacities as well as the storage power and cost for 30% load shifting. These capacities fully meet the hybrid system load without the need to interrupt the load even for the worst-case scenarios of insufficient wind and PV generations. However, this design may result in a high investment cost for the hybrid power system. Using the expected values of these capacities avoids cost overestimation.

![PDFs for the installed storage, wind and PV capacities, storage power and cost of the hybrid power system](image)
Table 12. Wind, PV and Load ARMA parameters

<table>
<thead>
<tr>
<th></th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\varphi_3$</th>
<th>$\varphi_4$</th>
<th>$\varphi_5$</th>
<th>$\varphi_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wind</strong> ($a_r = 4$)</td>
<td>0.824</td>
<td>1.063</td>
<td>0.793</td>
<td>-0.094</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>PV</strong> ($a_r = 6$)</td>
<td>4.579</td>
<td>-8.647</td>
<td>8.368</td>
<td>-4.079</td>
<td>0.728</td>
<td>-0.051</td>
</tr>
<tr>
<td><strong>Load</strong> ($a_r = 4$)</td>
<td>2.287</td>
<td>-2.693</td>
<td>2.172</td>
<td>0.777</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>$b_r/\theta$</strong></td>
<td>$\theta_0$</td>
<td>$\theta_1$</td>
<td>$\theta_2$</td>
<td>$\theta_3$</td>
<td>$\theta_4$</td>
<td>$\theta_5$</td>
</tr>
<tr>
<td><strong>Wind</strong> ($b_r = 3$)</td>
<td>1</td>
<td>0.192</td>
<td>-0.977</td>
<td>-0.201</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>PV</strong> ($b_r = 4$)</td>
<td>1</td>
<td>3.604</td>
<td>5.15</td>
<td>-3.447</td>
<td>0.913</td>
<td>-</td>
</tr>
<tr>
<td><strong>Load</strong> ($b_r = 3$)</td>
<td>1</td>
<td>-0.978</td>
<td>1.237</td>
<td>-0.0459</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 16 shows the expected value of the storage capacity and energy index of reliability (EIR) for 10,000 simulations. The convergence state is reached after about 6,000 simulations. The EIR is calculated for the scheduling period based on the design parameters to evaluate the reliability of the hybrid system. This figure shows the extent to which the reliability requirements are met using the expected values of the PDFs for the installed storage, wind and PV capacities. This design avoids the cost overestimation associated with designing the hybrid power system based on the maximum values of these PDFs. However, the reliability level may not seem appropriate for the hybrid power system. Designing the system based on the cost distribution is a post-optimization process which may not necessarily satisfy the desired reliability level. The cost distribution design is based on trial and error with no attempt at optimizing the parameter values. This demonstrates the necessity of hybrid system design with the reliability constraints, which is the subject of investigation for Case II.

3.5.2. Case II: Hybrid power system design with the reliability constraints

Case II uses the proposed method to optimally size the hybrid system components while satisfying the desired reliability level for the hybrid power system. We evaluate the potential impacts of reliability level on the component sizing. The reliability constraint for EENS is set at
a desired level and the hybrid system component-sizing problem is solved to minimize the investment cost and meet the desired level. Table 13 shows the wind, PV and storage capacity installations and power for different reliability levels. Optimal costs for renewable energy generation and storage system are also given in this table.

As shown in Table 13, increasing the desired reliability level ($EIR_{des}$) from 98.18% to 99.94% increases the cost of the hybrid power system for both energy storage and renewable...
generation. Optimum solutions show no PV installation for lower reliability levels while the wind installation is always contained within the optimal solutions. This is because wind energy, when available, can be generated for most periods of the day while PV energy is generated during the daylight periods. Thus, more storage capacity is needed to provide energy during the hours when no solar energy is available. In addition, installation cost of wind energy is less than the installation cost for PV generation. The increased variability of higher wind generation requires more storage capacity to deal with the uncertainties and sustain the higher reliability levels. This increases the cost of the hybrid wind and storage system. Therefore, optimal design of the hybrid power system for higher reliability levels requires both wind and PV generation to be installed within the system. This is due to less fluctuations of PV generation which decreases the storage capacity and cost for the hybrid wind, PV and storage system when compared to the hybrid wind and storage system. Higher investment costs for higher reliability levels can be offset by an appropriate load shifting strategy for the hybrid power system. This is even more pronounced for HVAC loads which can be deferred and adjusted according to the renewable energy variations. Table 14 gives the installed wind, PV and storage capacities for energy index reliability of 99.39% (EENS=0.1 MWh) and different load shifting percentages. As shown in Table 14, increasing load shifting from 0 to 50 percent decreases the renewable and storage capacity installations for the hybrid power system.

The epsilon-constraint approach is used to determine the compromise between the cost and reliability (EENS) shown in Figure 17. Using least-squares curve fitting, a curve is fitted on the trade-off points. Then the best compromise is adopted as the final solution utilizing the compromise-solution method. Table 15 shows the final optimal plan for this trade-off for
different values of the utopia point close to 1 ($F_1^0$ for cost and $F_2^0$ for EENS). Two decision criteria are considered for our problem: the cost ($C_1$) and reliability index ($C_2$). The maximum and minimum values of each criterion ($C_i^{max}$ and $C_i^{min}$) are obtained from the trade-off points of Figure 6 to calculate the normalized function of (36). For a certain value of $F_1^0$, increasing $F_2^0$ increases the reliability level (decreases EENS) for the hybrid power system. This is evident for higher values of $F_2^0$ where the EENS decreases from 0.0915 MWh for $F_1^0 = 0.9$ & $F_2^0 = 0.95$ to 0.0869 MWh for $F_1^0 = 0.9$ & $F_2^0 = 1$. The same trend is observed for $F_1^0 = 0.95$ and $F_1^0 = 1$, where the EENS decreases from 0.0964 MWh to 0.0919 MWh and 0.1011 MWh to 0.0966 MWh as $F_2^0$ increases from 0.95 to 1. Increasing the utopia value for reliability ($F_2^0$) from 0.95 to 1 requires an investment cost increase from 8.1853, 8.0783 and 7.9803 M$ to 8.2953, 8.1773 and 8.0733 M$ for $F_1^0 = 0.9$, $F_1^0 = 0.95$ and $F_1^0 = 1$, respectively. Another observation is that increasing the utopia value for cost from 0.9 to 1 with the same $F_2^0$ decreases the reliability and cost of the system.

Table 14. Wind, PV and storage capacity installations for EIR of 99.39% and different load shifting percentages

<table>
<thead>
<tr>
<th>Load Shifting</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_W$ (MW)</td>
<td>3.390</td>
<td>3.130</td>
<td>2.910</td>
<td>2.741</td>
<td>2.570</td>
<td>2.420</td>
</tr>
<tr>
<td>$\alpha_{PV}$ (MW)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P$ (MW)</td>
<td>2.3445</td>
<td>2.1157</td>
<td>1.9216</td>
<td>1.7704</td>
<td>1.6157</td>
<td>1.077</td>
</tr>
<tr>
<td>Renewable Cost (M$)</td>
<td>7.1190</td>
<td>6.5730</td>
<td>6.1110</td>
<td>5.7565</td>
<td>5.3970</td>
<td>5.0820</td>
</tr>
<tr>
<td>Storage Cost (M$)</td>
<td>3.5052</td>
<td>3.0009</td>
<td>2.5730</td>
<td>2.2436</td>
<td>1.9173</td>
<td>1.6268</td>
</tr>
</tbody>
</table>

Table 15. Final decision making for the hybrid power system

<table>
<thead>
<tr>
<th>Utopia Values</th>
<th>$F_1^0$</th>
<th>0.9</th>
<th>0.9</th>
<th>0.95</th>
<th>0.95</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_2^0$</td>
<td>0.95</td>
<td>1</td>
<td>0.95</td>
<td>1</td>
<td>0.95</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Criteria Values</td>
<td>Cost (M$)</td>
<td>8.185</td>
<td>8.295</td>
<td>8.078</td>
<td>8.177</td>
<td>7.980</td>
<td>8.073</td>
</tr>
<tr>
<td></td>
<td>EENS (MWh)</td>
<td>0.092</td>
<td>0.087</td>
<td>0.096</td>
<td>0.092</td>
<td>0.101</td>
<td>0.097</td>
</tr>
</tbody>
</table>
3.6. Conclusions

This chapter proposes a stochastic framework for performance assessment of a hybrid power system to supply a deferrable HVAC load. ARMA models are used to characterize uncertainties of PV and wind power as well as HVAC loads. PS-based SMCS optimization is proposed to optimally size the hybrid system components and satisfy the reliability requirements. Optimal design of the hybrid power system is calculated for a residential feeder under different case studies. Simulation results for lower reliability levels show wind generation with no PV installation in the optimal solutions. Optimal design of the hybrid power system for higher reliability levels requires both wind and PV generation. A load shifting strategy is developed to offset the higher investment costs for higher reliability levels. Simulation results show the trade-off between system cost and reliability for a hybrid power system. The best compromise is realized using a compromise-solution method. The decision-making process is performed for different values of the utopia point to determine the final optimal plan based on the decision’s maker preferences.
Figure 17. Trade-off points for the compromise solution of the hybrid system
IV. Chapter 4. Optimal Placement of Energy Storage Units

4.1. Stochastic modelling of wind and load

The stochastic nature of wind and the load characteristics impose some degree of uncertainty on power systems with wind energy resources. Wind uncertainties [115] and random changes in load [116] need to be modelled stochastically in order to reflect their characteristics. Wind speed variation is characterized using the Weibull distribution [116]:

\[ f_v(v) = \left( \frac{\alpha}{\varphi} \right) \left( \frac{v}{\varphi} \right)^{\alpha-1} e^{-\left( \frac{v}{\varphi} \right)^\alpha}, \quad 0 \leq v \leq \infty \] (4.1)

where, \( v \) is the wind speed, \( \varphi \) is the scale factor and \( k \) is the shape factor of the Weibull distribution. Using curve fitting and Maximum Likelihood Estimation (MLE), parameters of the PDF are estimated for historical wind speed data. The power output of a wind generator is calculated by [117]:

\[
G_w = \begin{cases} 
0 & 0 \leq v < v_i, \quad v > v_o \\
(B + B' \times v + B'' \times v^2) \times G_{w_r} & v_i \leq v \leq v_r \\
G_{w_r} & v_r \leq v \leq v_o 
\end{cases} \] (4.2)

where \( G_w, G_{w_r}, v_i, v_r \) and \( v_o \) are the wind output power, wind rated power, cut in wind speed, rated wind speed and cut out wind speed, respectively. The constants \( B, B' \) and \( B'' \) depend on \( v_i, v_r \) and \( v_o \) as expressed in equations (4.2.a)-(4.2.c):

\[
B = \frac{1}{(v_i - v_r)^2} \left\{ v_i (v_i + v_r) - 4 v_i v_r \left[ \frac{v_i + v_r}{2 v_r} \right]^3 \right\} \] (4.2.a)
Load variation is characterized using the Gaussian distribution as [116]:

\[
f_L(l) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(l-\mu)^2}{2\sigma^2}}
\]  

(4.3)

Using curve fitting and MLE, parameters of the PDF are estimated for historical load data.

4.2. Modelling of storage system

The CAES is used in this chapter for renewable integration due to its long life, large power capacity, and low capital and operation costs [118]. This large scale storage technology stores the excess wind energy that would otherwise be curtailed. The energy balance of the storage system for charging and discharging is:

a) For charging:

\[
S_t = (1 - d_s)S_{t-1} + \eta_s^c L_{S_t - \eta_s^c} \forall t \in T
\]  

(4.4)

where \( L_{S_t} \) is the variable load of the storage satisfying the following inequality:

\[
0 \leq L_{S_t} \leq \min(S_{\text{max}} - (1 - d_s)S_{t-1}, P^c_R) \forall t \in T
\]  

(4.5)

where \( S_t \), \( G_w \), \( P^c \) and \( L_{S_t} \) are the energy stored in the storage system, generation of wind, Power rating of the storage system for charging and load demand at hour \( t \); while \( \eta_s \) and \( d_s \) are the roundtrip efficiency and hourly self-discharge rate of the storage system. For each hour, the

\[
B' = \frac{1}{(v_i - v_r)^2} \left\{ 4(v_j + v_r) \left[ \frac{v_j + v_r}{2v_r} \right]^3 - (3v_j + v_r) \right\}
\]

(4.2.b)

\[
B'' = \frac{1}{(v_i - v_r)^2} \left\{ 2 - 4 \left[ \frac{v_j + v_r}{2v_r} \right]^2 \right\}
\]

(4.2.c)
following constraint ensures that the power of the storage system does not exceed the power rating for charging.

\[ |P_t| \leq P^c_R \quad \forall t \in T \quad (4.6) \]

b) For discharging:

\[ S_t = (1 - d_s) S_{t-1} - \eta^d_S G_{S_t} \quad \forall t \in T \quad (4.7) \]

where \( G_{S_t} \) is the generation capacity of the storage satisfying the following inequality:

\[ 0 \leq G_{S_t} \leq \min ((1 - d_s) S_{t-1} - S_{\min}, P^d_R) \quad \forall t \in T \quad (4.8) \]

For each hour, the following inequality constraint ensures that the power of the storage system does not exceed the power rating for discharging.

\[ |P_t| \leq P^d_R \quad \forall t \in T \quad (4.9) \]

The storage power rating is calculated by:

\[ P_R = \max (P^c_R, P^d_R) \quad (4.10) \]

where, \( P_R \), \( P^c_R \) and \( P^d_R \) are Power rating of the storage system, Power rating of the storage system for charging and Power rating of the storage system for discharging. For each hour, the energy stored in the storage system must remain between the minimum and maximum storage capacities as:

\[ S_{\min} \leq S_t \leq S_{\max} \quad \forall t \in T \quad (4.11) \]

Ramp up and ramp down constraints associated with the storage generating capacity are:

\[ G_{S_t} - G_{S_{t-1}} \leq RU_S \quad \forall t \in T \quad (4.12.a) \]
where $G_{S_t}$ is the generation capacity for the storage system at time $t$ and $RU_S$ and $RD_S$ are the ramp up and ramp down of the storage system.

4.3. Economic Characteristics

The investment cost for CAES includes the energy and power costs. The cost of energy is the sum of the reservoir and balance of plant (BoP) expenses. The cost of power is the combined turbine and compressor expenses. These costs are $53/kWh and $425/kW for energy and power, respectively [119].

$$IC_S = C_S \cdot S_{\text{max}} + C_C \cdot P_R^c + C_T \cdot P_R^{d}$$  \hspace{1cm} (4.13)

where, $IC_S$, $C_S$, $S_{\text{max}}$, $C_C$, $P_R^c$, $C_T$, and $P_R^{d}$ are Total investment cost for the storage system, Cost of reservoir for CAES, Maximum storage capacity, Cost of compressor for CAES, Power rating of the storage system for charging, Cost of turbine for CAES, and Power rating of the storage system for discharging, respectively. The operational cost of CAES for each hour is composed of two components: the fuel and fixed operation and maintenance (O&M) costs [119]:

$$OC_{S_t} = HR \cdot G_{S_t} \cdot C_{NG} + C_{OM} \cdot P_r$$  \hspace{1cm} (4.14)

where, $OC_{S_t}$, $HR$, $G_{S_t}$, $C_{NG}$, $C_{OM}$ and $P_r$ are Operation cost of the storage system, Heat rate of turbine for CAES, Generation capacity associated with the storage at time $t$, Natural gas cost for CAES, Operation and maintenance cost for CAES and Power rating of the storage system, respectively. $HR$, $C_{NG}$, and $C_{OM}$ are 4300 Btu/kWh, $5/\text{MBtu}$ and $2.5/\text{kW-year}$, respectively [119].
The investment cost and heat rate for the gas-fired conventional generator are $695/kW and 9000 Btu/kWh, respectively [120].

The annual equivalent cost for an investment is calculated as:

\[
A = \frac{d(1 + d)^N}{(1 + d)^{N+1} - 1} \cdot IC
\]  

(4.15)

where \( A \), \( d \), \( N \) and \( IC \) are Equivalent annual cost of the investment, Discount rate, Life time of the investment and Investment cost for an equipment. \( d \) and \( N \) are 10% and 30 years, respectively.

4.4. Optimal power flow

Optimal power flow (OPF) studies are used to find the optimal operating state of the system which minimizes the operation cost and satisfies the performance constraints. The objective function of the OPF is:

\[
\text{Min } \{\text{Objective Function}\} = \text{Min } (OC_i) = \text{Min } \left\{ \sum_{i=1}^{n_g} \left( a_i P_{g_i,t}^2 + b_i P_{g_i,t} + c_i \right) \right\} \quad \forall t \in T
\]

(4.16)

where, \( n_g \) is the number of generating units; \( a_i \), \( b_i \) and \( c_i \) are the cost function coefficients of unit \( i \); and \( P_{g_i,t} \) is the unit \( i \) generation output at hour \( t \). The performance constraints include the following formulations.

For the power balance equation using a DC OPF, we have:

\[
\sum_{i=1}^{n_h} P_{g_i,t} = \sum_{i=1}^{n_h} P_{d_i,t} \quad \forall t \in T
\]

(4.17)
where, \( n \) is the number of buses and \( p_{d_{i,t}} \) is the demand at bus \( i \) at hour \( t \). The inequality constraint for the power generation is:

\[
P_{g_{i,t}-\text{min}} \leq P_{g_{i,t}} \leq P_{g_{i,t}-\text{max}} \quad \forall t \in T
\]  

where \( P_{g_{i,t}-\text{min}} \) and \( P_{g_{i,t}-\text{max}} \) are the lower and upper generation limits for generating unit \( i \).

Generator ramp up and ramp down are:

\[
P_{g_{i,t}} - P_{g_{i,t-1}} \leq RU_i \quad \forall t \in T
\]  

\[
P_{g_{i,t-1}} - P_{g_{i,t}} \leq RD_i \quad \forall t \in T
\]  

The following inequality gives the limitation for the power flowing through a transmission line:

\[
\sum_{i=1}^{n_b} H_{r-i}(P_{g_{i,t}} - P_{d_{i,t}}) \leq \bar{f}_r \quad r \in \Omega \& \forall t \in T
\]  

where, \( H_{r-i} \) is the generalized distribution factor of line \( l \) with respect to bus \( i \) and \( \bar{f}_r \) is the maximum flow of line \( l \) and \( L \) is a set of transmission lines. The Lagrange function of the OPF is [65]:

\[
LF_i = OC_i + \lambda_i \left( \sum_{i=1}^{n_b} P_{d_{i,t}} - \sum_{i=1}^{n_g} P_{g_{i,t}} \right) + \sum_{i=1}^{n_g} \mu_{i-\text{max}} \left( P_{g_{i,t}} - P_{g_{i,t}-\text{max}} \right) + \sum_{i=1}^{n_g} \mu_{i-\text{min}} \left( P_{g_{i,t}-\text{min}} - P_{g_{i,t}} \right) + \sum_{r=1}^{\Omega} \gamma_{r,t} \left( \sum_{i=1}^{n_b} H_{r-i}(P_{g_{i,t}} - P_{d_{i,t}}) - \bar{f}_r \right) \quad r \in \Omega \& \forall t \in T
\]  

where, \( \lambda_i \), \( \mu_{i-\text{max}} \), \( \mu_{i-\text{min}} \) and \( \gamma_{r,t} \) are Lagrange multipliers of sets of constraints including the load-generation balance, the lower and upper limit for the \( i^{th} \) generating unit and the transmission constraint for line \( l \). For an OPF problem, the LMP of a bus at hour \( t \) is the marginal cost of
serving the next increment of demand at that bus \((\lambda_{t,i})\). The market-clearing price (MCP) governs the entire system when there is no congestion. Transmission congestion results in different marginal prices which are generally referred as the locational marginal prices (LMPs).

For an OPF problem, the LMP of a bus at hour \(t\) is the marginal cost of serving the next increment of demand at that bus. Using the Karush–Kuhn–Tucker (KKT) optimal conditions, the LMP at each bus is obtained by calculating the first-order derivative of the Lagrangian function with respect to \(P_{d,i}\) [65], [121]:

\[
LMP_{t,i} = \frac{\partial LF_i}{\partial P_{d,i}} = \lambda_t - \sum_{r=1}^{\Omega} \gamma_{r,j} H_{r,i} \quad \forall t \in T
\]  

(4.22)

Congestion cost of the system for each hour is calculated as follows:

\[
CC_t = \sum_{(i,j) \in \beta} f_{ij}(LMP_{j,t} - LMP_{i,t}) \quad \forall t \in T
\]  

(4.23)

where, \(CC_t\), \(f_{ij}\), and \(LMP_{i,t}\) are the congestion cost, power flow from bus \(i\) to bus \(j\) and local marginal price of bus \(i\) at hour \(t\) and \(B\) is a set of buses.

4.5. Probabilistic OPF

A deterministic OPF cannot represent the effects of the stochastic factors associated with wind generation and load variation on the dispatch results [122]. A probabilistic OPF (POPF) considers uncertainties of wind power output and loads in power flow computations. Two point estimation (2PE) is used in this section to perform the probabilistic analysis in POPF problems [81], [82]. Vectors of random input and output variables and the corresponding nonlinear function are given by equations (4.24), (4.25), and (4.26), respectively.
\[ X = [\text{Wind Speed, Loads}] \] (4.24)

\[ Y = [OC, CC] \] (4.25)

\[ Y = h(X) \] (4.26)

where, wind speed and loads are the input probabilistic variables, while system operation cost \((OC)\) and congestion cost \((CC)\) are the output probabilistic variables and \(h\) is the multivariate nonlinear function corresponding to the POPF with energy storage integration and wind generation.

The proposed method uses DC-OPF based on unit de-commitment to dispatch the generation for each hour. More expensive generators are shut down which results in the least costly dispatch and most economic operation for the system over the scheduling period [79]. Base load plants are always committed during this period. Energy storage is incorporated into the OPF model to store the extra wind power that would otherwise be curtailed. This occurs when \(G_{W_i} - L_{M_t} > 0\) or the transmission network is congested. The stored energy is discharged when \(G_{W_i} - L_{M_t} < 0\) or transmission capacity does not confine the power transfer. For each hour, the modified load \((L_{M_t})\) is defined as the difference between the total and base loads:

\[ L_{M_t} = L_{T_t} - L_{B_t} \quad \forall t \in T \] (4.27)

The proposed POPF algorithm is outlined as follows:

1) Load the input data (wind speed and load)

2) Set \(t=1\)

3) Assign appropriate PDF to each probabilistic variable
4) Set \( E(Y) = E(Y^2) = 0 \)

5) Set \( k = 1 \)

6) Determine the necessary parameters for the 2PEM

\[
\zeta_{k,i} = \sqrt{n + (\lambda_{k,3} / 2)^2} \quad i = 1, 2 \tag{4.28.a}
\]

\[
\xi_{k,i} = \lambda_{k,3} / 2 + (-1)^{i-1} \zeta_{k,i} \quad i = 1, 2 \tag{4.28.b}
\]

\[
P_{k,i} = \frac{(-1)^i \xi_{k,3-i}}{2n \times \zeta_{k,i}} \quad i = 1, 2 \tag{4.28.c}
\]

where, \( \zeta_{k,i}, \xi_{k,i}, P_{k,i} \) and \( P_{k,2} \) are the locations and probabilities of concentrations, and \( \lambda_{k,3} \) is the coefficient of skewness of \( X_k \).

7) Set the concentrations \((x_{k,1} \text{ and } x_{k,2})\) using the input vector \( X \).

\[
x_{k,i} = \mu_{X_k} + \xi_{k,i} \sigma_{X_k} \quad i = 1, 2 \tag{4.29}
\]

8) Calculate \( Z = [\mu_{X_1}, \mu_{X_2}, ..., x_{k,i}, ..., \mu_{X_n}] \quad i = 1, 2 \)

Note that \( \mu_{X_k} \) is replaced by \( x_{k,i} \) \((i=1, 2)\) at each iteration.

9) If \( G_{wi} - L_{Mi} > 0 \) or the transmission network is congested, the storage serves as a variable load with constraint (4.5) to store the excess wind power. Otherwise, the storage serves as a generator with constraint (4.8) to discharge the stored energy.

10) Run the deterministic OPF incorporating the storage system as either the variable load or generator using \( Z \).

11) Calculate the state of charge (S) using equations (4.4) and (4.7)

12) Calculate \( OC_t \) and \( CC_t \)
13) Update \( E(Y) \) and \( E(Y^2) \)

\[
E(Y) \equiv \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h([\mu_{X_1}, \ldots, x_{k,i}, \ldots, \mu_{X_n}]))) \tag{4.30.a}
\]

\[
E(Y^2) \equiv \sum_{k=1}^{n} \sum_{i=1}^{2} (P_{k,i} \times h^2([\mu_{X_1}, \ldots, x_{k,i}, \ldots, \mu_{X_n}])) \tag{4.30.b}
\]

14) Set \( k=k+1 \) and repeat steps 6-13 until these steps are done for all random input variables.

15) Calculate the mean and standard deviation

\[
\mu_Y = E(Y) \tag{4.31.a}
\]

\[
\sigma_Y = \sqrt{E(Y^2) - \mu_Y^2} \tag{4.31.b}
\]

Figure 18 shows the flowchart for the POPF with energy storage integration and wind generation.
The above POPF algorithm minimizes the system operation cost while satisfying the constraints for each hour over the scheduling period ($T$).
4.6. Particle swarm optimization

PSO is used in this section to optimally place and adequately size the energy storage which minimizes the social cost of the system for the scheduling period. The social cost is defined as the sum of operation and congestion costs. This evolutionary algorithm provides a more flexible and robust procedure than traditional derivative-based methods to solve the non-linear, non-convex, and mixed-integer optimization problem of the storage placement and sizing. PSO uses probabilistic transition rules to solve stochastic problems where the classical optimization methods cannot handle uncertain factors such as load variation and wind intermittency [123]. Generally, particles and their initial velocities are randomly generated to start the algorithm. Each particle moves with an adaptable velocity within the $q$-dimensional search space and retains a memory of the best position attained. Each particle updates its velocity and position using the following equations:

$$V_{j}^{m+1} = w V_{j}^{m} + c_{1} r_{1} (P_{best_{j}}^{m} - U_{j}^{m}) - c_{2} r_{2} (G_{best}^{m} - U_{j}^{m})$$ (4.32)

$$U_{j}^{m+1} = U_{j}^{m} + V_{j}^{m+1}$$ (4.32)

where $U_{j}^{m}$ and $V_{j}^{m}$ are $q$-dimensional vectors for the position and velocity of the $j$th particle at the $m$th iteration as:

$$U_{j}^{m} = (u_{j,1}^{m}, u_{j,2}^{m}, \ldots, u_{j,q}^{m})$$ (4.33)

$$V_{j}^{m} = (v_{j,1}^{m}, v_{j,2}^{m}, \ldots, v_{j,q}^{m})$$ (4.33)

$P_{best_{j}}^{m}$ is the vector of best position attained by the $j$th particle at the $m$th iteration and given by:
\[ P_{\text{best}_j}^m = (p_{\text{best}_{j,1}}^m, p_{\text{best}_{j,2}}^m, ..., p_{\text{best}_{j,q}}^m) \]  \hspace{1cm} (4.34)

\[ G_{\text{best}}^m = (g_{\text{best}_1}^m, g_{\text{best}_2}^m, ..., g_{\text{best}_q}^m) \]  \hspace{1cm} (4.35)

Figure 19 shows the flowchart for the proposed PSO-enhanced POPF. The fitness function of the proposed optimization method is:

\[ \text{Fitness Function} = \text{Min} \sum_{i=1}^{T} (OC_i + CC_i) = \text{Min} \sum_{i=1}^{T} SC_i \]  \hspace{1cm} (4.36)

![Flowchart](image)

Figure 19. Flowchart for the proposed PSO-enhanced OPF.

The particles and their velocities are initialized to optimally locate and adequately size
the storage systems and minimize the fitness function for the scheduling period. Using the POPF, the minimum operation cost of the system for each hour is calculated based on optimal locations and adequate sizes of the storage systems. The velocities are updated at each iteration and the positions are changed accordingly. This evolutionary algorithm is repeated until a termination criterion is satisfied. Eventually, the global best position is selected as the optimal solution for the problem.

4.7. Case Studies

The proposed POPF is used in this section to optimally place and adequately size energy storage within the IEEE 24-bus system shown in Figure 20. Different wind penetration (WP) levels are considered for this study where the wind penetration is defined as the ratio of the installed wind power capacity to the system peak load. The system peak load is 3700 MW and the generation capacity of the baseload plants is 800 MW. Storage applications for social cost and transmission congestion relief are evaluated under two scenarios. For both scenarios, the primary energy source is a wind farm installed at bus 14. Buses 2, 9, 10, 11, and 17 are arbitrarily excluded from the candidate locations to represent the geological restrictions for CAES deployment. A control strategy is used to restrict discharging of the storage to the peak hours. This strategy decreases the installed conventional generation required to meet the peak load. The cost-benefit analysis evaluates the economics of storage technologies and alternative gas-fired generators for different WPs. \(OC_s\) and \(IC_s\) are the operation cost and equivalent investment cost of the storage system for a 24-hour scheduling period. \(OC_o\) and \(IC_o\) are the operation cost and equivalent investment cost of the alternative gas-fired generators for the
scheduling period. The social cost (SC) of the system is the sum of the congestion and total operation costs. Historical data from the BPA authority and Pacific Northwest are used for the system load and wind speed, respectively [125], [126]. Cost function coefficients of the generating units are given in Table 16.

Figure 20. The IEEE 24-bus test system with wind installed at bus 14.
Table 16. Cost function coefficients of the generating units

<table>
<thead>
<tr>
<th>Conventional Generator</th>
<th>Cost Function Coefficients $a_i($/MW^2h)$</th>
<th>$b_i($/MWh)$</th>
<th>$c_i($)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>0.103</td>
<td>48.05</td>
<td>1313.6</td>
</tr>
<tr>
<td>$G_2$</td>
<td>0.108</td>
<td>48.04</td>
<td>1168.1</td>
</tr>
<tr>
<td>$G_3$</td>
<td>0.080</td>
<td>43.19</td>
<td>1078.8</td>
</tr>
<tr>
<td>$G_4$</td>
<td>0.081</td>
<td>44.26</td>
<td>969.8</td>
</tr>
<tr>
<td>$G_5$</td>
<td>0.068</td>
<td>23.6</td>
<td>958.2</td>
</tr>
<tr>
<td>$G_6$</td>
<td>0.068</td>
<td>23.6</td>
<td>958.2</td>
</tr>
<tr>
<td>$G_7$</td>
<td>0.090</td>
<td>50.90</td>
<td>471.6</td>
</tr>
<tr>
<td>$G_8$</td>
<td>0.080</td>
<td>50.90</td>
<td>471.6</td>
</tr>
<tr>
<td>$G_9$</td>
<td>0.088</td>
<td>46.70</td>
<td>445.4</td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>0.091</td>
<td>43.51</td>
<td>702.7</td>
</tr>
</tbody>
</table>

4.7.1. Scenario I: Storage application for social cost relief

This scenario evaluates the storage application for social cost relief in a power system with high wind penetration. Case studies and their simulation results are summarized in Table 17. First, storage units are placed and sized using the PSO-enhanced POPF to minimize the social cost. Next, an adequate gas-fired generation capacity is used as an alternative to efficiently integrate the wind power. For this alternative, $P_{\text{max}}$ denotes the power capacity of the gas-fired generators. The results show that for WP levels of 30%, 35%, 40% and 45%, the storage system is placed at bus 14 to minimize the social cost. Co-locating wind generation and energy storage significantly reduces the total operation cost of the system for these WPs where the transmission congestion is not significant. This is because the extra wind power can be directly stored without being curtailed due to the transmission congestion. The stored energy is released when the
transmission capacity is available. For higher WP of 50%, placing the storage system at the wind bus would significantly increase the congestion cost of the system when discharging the stored energy. Therefore, the storage system needs to be placed at a bus other than the wind bus which maintains a compromise between the operation cost increment and congestion cost decrement to realize the best optimal solution. This is evident from the simulation result for 50% WP where bus 16 is the optimal solution for the storage placement. Summing the congestion, operation and investment costs for the systems with storage and without storage in Table 17 shows the economic advantages of the storage application for wind integration over its gas-fired alternative. Optimal placement and adequate sizing of the storage within the IEEE 24-bus system decreases the wind curtailment when compared to the system with no storage. Wind integration for higher WPs is not as efficient as lower WPs where the wind curtailment is maintained at an acceptable level using the storage system. This is the case for 50% WP where 21.49% of the wind is curtailed even with the storage utilization. Simulation results for 50% WP are shown in Figure 21. All figures provide average hourly values for a 24-hour scheduling period. The storage is charged during the periods when the demand is low and wind generation is high. The stored energy is discharged during the mid-day peak hours when the transmission system is not congested. In order to increase the efficiency of wind integration for higher WP (50%), the storage is distributed to utilize the transmission capacity more effectively and avoid the costly solution of transmission expansion. Table 18 shows the results for 50% WP with two distributed storage systems. The results for the centralized storage are repeated for comparison. Optimal storage distribution between buses 14 and 23 decreases the social cost and wind curtailment from $2.260 \times 10^6$ and 21.49% with centralized storage to $2.214 \times 10^6$ and 12.94% with distributed
storage, respectively. Co-location of the first storage unit and wind generation for the distributed storage system significantly reduces the total operation cost from $2.165 \times 10^6$ with centralized storage to $2.087 \times 10^6$ which offsets the increase in congestion of the system with distributed storage. Cost-benefit analysis shows the economic merits of distributed storage system compared to the system with no storage. This is justified by the decrease in the sum of the operation, investment and congestion costs from $42.8787 \times 10^4$ with distributed storage to $42.967 \times 10^4$ with no storage. Figure 22 shows the simulation results for 50% WP and 2-unit distributed storage system.

Table 17. Simulation results for centralized storage-scenario I.

<table>
<thead>
<tr>
<th>WP (%)</th>
<th>Optimal Placement (Bus #)</th>
<th>$S_{max}$ (MWh)</th>
<th>$P_{max}$ (MW)</th>
<th>$OC_S$ (10^4$)</th>
<th>$IC_S$ (10^4$)</th>
<th>$OC_G$ (10^4$)</th>
<th>$IC_G$ (10^4$)</th>
<th>CC (10^4$)</th>
<th>SC (10^6$)</th>
<th>Wind Curtailment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>CS*</td>
<td>14</td>
<td>1668.5</td>
<td>448.19</td>
<td>4.617</td>
<td>7.329</td>
<td>----</td>
<td>0.991</td>
<td>2.456</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>NS**</td>
<td>----</td>
<td>221.22</td>
<td>----</td>
<td>8.444</td>
<td>4.04</td>
<td>0.919</td>
<td>2.493</td>
<td>19.66</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>CS</td>
<td>14</td>
<td>2429.1</td>
<td>546.91</td>
<td>6.753</td>
<td>9.490</td>
<td>----</td>
<td>4.817</td>
<td>2.385</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>----</td>
<td>449.64</td>
<td>----</td>
<td>12.350</td>
<td>8.211</td>
<td>4.415</td>
<td>2.436</td>
<td>24.65</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>CS</td>
<td>14</td>
<td>3071.4</td>
<td>561.94</td>
<td>8.457</td>
<td>10.552</td>
<td>----</td>
<td>6.029</td>
<td>2.311</td>
<td>9.76</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>----</td>
<td>435.58</td>
<td>----</td>
<td>15.468</td>
<td>7.954</td>
<td>4.988</td>
<td>2.370</td>
<td>29.48</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>CS</td>
<td>14</td>
<td>3457.2</td>
<td>566.67</td>
<td>9.418</td>
<td>11.143</td>
<td>----</td>
<td>8.194</td>
<td>2.273</td>
<td>13.65</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>----</td>
<td>421.76</td>
<td>----</td>
<td>17.225</td>
<td>7.702</td>
<td>5.973</td>
<td>2.328</td>
<td>33.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>----</td>
<td>445.29</td>
<td>----</td>
<td>15.375</td>
<td>8.132</td>
<td>9.321</td>
<td>2.327</td>
<td>36.82</td>
<td></td>
</tr>
</tbody>
</table>

*Centralized storage
**No storage
Table 18. Simulation results for distributed storage-scenario I.

<table>
<thead>
<tr>
<th>WP (%)</th>
<th>Optimal Placement (Bus #)</th>
<th>$S_{\text{max}}$ (MWh)</th>
<th>$P_{\text{max}}$ (MW)</th>
<th>$OC_S$ ($10^5$ $)$</th>
<th>$IC_S$ ($10^5$ $)$</th>
<th>$OC_G$ ($10^5$ $)$</th>
<th>$IC_G$ ($10^5$ $)$</th>
<th>$CC$ ($10^5$ $)$</th>
<th>$SC$ ($10^5$ $)$</th>
<th>Wind Curtailment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>16</td>
<td>3015.7</td>
<td>609.18</td>
<td>8.407</td>
<td>11.002</td>
<td>----</td>
<td>----</td>
<td>9.522</td>
<td>2.260</td>
<td>21.49</td>
</tr>
<tr>
<td>NS</td>
<td>----</td>
<td>445.29</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>15.375</td>
<td>8.132</td>
<td>9.321</td>
<td>2.327</td>
<td>36.82</td>
</tr>
<tr>
<td>DS*</td>
<td>14</td>
<td>3600.5</td>
<td>566.67</td>
<td>9.146</td>
<td>11.342</td>
<td>----</td>
<td>----</td>
<td>12.664</td>
<td>2.214</td>
<td>12.94</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>1282.4</td>
<td>393.14</td>
<td>3.550</td>
<td>6.176</td>
<td>----</td>
<td>----</td>
<td>23.221</td>
<td>10.425</td>
<td>36.82</td>
</tr>
<tr>
<td>NS</td>
<td>----</td>
<td>----</td>
<td>570.85</td>
<td>----</td>
<td>----</td>
<td>23.221</td>
<td>10.425</td>
<td>9.321</td>
<td>2.286</td>
<td>36.82</td>
</tr>
</tbody>
</table>

*Distributed storage

Figure 21. Simulation results for centralized storage-scenario I.
4.7.2. Scenario II: Storage application for transmission congestion relief

This scenario evaluates the distributed storage application for transmission congestion relief of wind integration with higher WPs. First, the storage systems are optimally placed and adequately sized to minimize the congestion cost of the system where the operation cost is excluded from the objective function. Next, an adequate gas-fired generation capacity is used as an alternative to efficiently integrate wind power. Simulation results for the 2-unit storage system and 50% WP are shown in Table 19. Optimal storage distribution between buses 7 and 8 with 753.29 MWh and 422.08 MWh capacities and 249.76 MW and 261.4 MW power ratings decreases the congestion cost from $9.321 \times 10^4$ with no storage to $7.389 \times 10^4$ with distributed storage. The decrease in wind curtailment from 36.82% with no storage to 32.31% with distributed storage shows the efficiency enhancement of wind integration when applying the
storage system for congestion relief purposes. The social cost of the system is also reduced as a result of this application when compared to the system with no storage. The sum of the operation, investment, and congestion costs decreases from $19.782 \times 10^4$ for the system with no storage to $18.034 \times 10^4$ for the system with 2-unit distributed storage which economically justifies the CAES deployment and its advantage over the gas-fired alternative.

Table 19. Simulation results for distributed storage-scenario II.

<table>
<thead>
<tr>
<th>WP (%)</th>
<th>Optimal Placement (Bus #)</th>
<th>$S_{\text{max}}$ (MWh)</th>
<th>$P_{\text{max}}$ (MW)</th>
<th>$OC_S$ ($10^4$ S)</th>
<th>$IC_S$ ($10^4$ S)</th>
<th>$OC_G$ ($10^4$ S)</th>
<th>$IC_G$ ($10^4$ S)</th>
<th>$CC$ ($10^4$ S)</th>
<th>$SC$ ($10^6$ S)</th>
<th>Wind Curtailment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS</td>
<td>7</td>
<td>753.29</td>
<td>249.76</td>
<td>2.132</td>
<td>3.838</td>
<td>----</td>
<td>----</td>
<td>7.389</td>
<td>2.377</td>
<td>32.31</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>422.08</td>
<td>261.4</td>
<td>1.168</td>
<td>3.507</td>
<td>----</td>
<td>----</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 20. Transmission flow limitations.

<table>
<thead>
<tr>
<th>From Bus #</th>
<th>To Bus #</th>
<th>Flow Limit (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>175</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>175</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>175</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>175</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>175</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>175</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>400</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>175</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>175</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>175</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>175</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>175</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>175</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>400</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>400</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>400</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>400</td>
</tr>
<tr>
<td>11</td>
<td>13</td>
<td>500</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>500</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>500</td>
</tr>
<tr>
<td>12</td>
<td>23</td>
<td>500</td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>500</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>500</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>500</td>
</tr>
<tr>
<td>15</td>
<td>21</td>
<td>500</td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td>500</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>500</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>500</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>500</td>
</tr>
<tr>
<td>17</td>
<td>22</td>
<td>500</td>
</tr>
<tr>
<td>18</td>
<td>21</td>
<td>500</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>20</td>
<td>23</td>
<td>500</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>500</td>
</tr>
</tbody>
</table>

4.8. Conclusions

A technical framework is proposed to evaluate the energy storage application, its optimal placement and economic advantage for the social cost and transmission congestion relief of wind
integration with higher penetration levels. Wind generation and load are stochastically modeled using historical data and curve fitting. The storage system is incorporated into the POPF model to store the extra wind power that would otherwise be curtailed. A particle swarm optimization is proposed to optimally place and adequately size the energy storage for minimizing the sum of operation and congestion costs over a scheduling period. The proposed method was tested on the IEEE 24-bus system under two scenarios with different wind penetration levels. Simulation results have demonstrated the advantage of co-locating wind and storage for its social cost relief application. This advantage was due to the decreased operation cost of the system for lower wind penetrations where the transmission congestion was not significant. For higher wind penetrations, the storage system was placed at a bus other than the wind bus which maintained a compromise between the operation cost increment and congestion cost decrement to realize the best optimal solution.

V. Chapter 5. Transmission Network Expansion Planning

5.1. Wind and Load Modeling

Probability density functions (PDFs) are used to model the uncertainties associated with wind speed and load demand [83]. The behavior of wind speed is stochastically characterized using the Weibull distribution:

\[
f_{wd}(v) = \left(\frac{\alpha}{\beta}\right) \left(\frac{v}{\beta}\right)^{\alpha-1} e^{-\left(\frac{v}{\beta}\right)^{\alpha}}, \quad 0 \leq v \leq \infty
\]  

(5.1)

where, \(\alpha, \beta, v\) and \(f_{wd}\) are the shaping, scaling coefficients, wind speed and PDF of wind speed, respectively. The power-speed curve is used to calculate the wind power as [77]:

\[
P_{wd}(v) = C \cdot \left(\frac{v}{\beta}\right)^{\alpha} e^{-\left(\frac{v}{\beta}\right)^{\alpha}}, \quad 0 \leq v \leq \infty
\]
where, $v_i, v_r, v_o, P_{Wr}$ and $P_w$ are the cut-in, rated, cut-out wind speeds, rated and output wind powers, respectively. The variation of load demand is modeled by the Gaussian distribution as:

$$f_{ld}(l) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left[ -\frac{(l - \mu)^2}{2\sigma^2} \right]$$

(5.3)

where, $l, \mu, \sigma, f_{ld}$ are the load, mean value, standard deviation and PDF of the load, respectively. Maximum Likelihood Estimation (MLE) is used to obtain the parameters of PDFs for historical wind speed and load data.

5.2. Transmission Financial Modeling

5.2.1. Transmission pricing

An appropriate transmission pricing mechanism is required to calculate the cost of transmission services based on the extent of use of transmission resources. A well-organized and fair pricing method creates economic signals and incentives for the essential reinforcement and expansion of the transmission network. Postage-stamp rate and contract path are traditional methods for the recovery of transmission costs. The postage-stamp rate method charges transmission users based on an average embedded cost where the real extent of use of transmission facilities by each user is not considered. The contract path method restricts the transaction to a specified path which may differ from the actual path taken in reality. The MW-mile method recovers the transmission costs based on the actual use of the transmission network calculated by DC power flow. This strategy cannot provide a fair pricing mechanism because it
recovers all the costs regardless of the extent of use of transmission line capacity [127]. The unused transmission capacity method is an enhanced version of MW-mile method to charge the users based on the percentage utilization of the transmission facility. The cost equation for this method is given by:

$$T C_e = \sum_{k=1}^{K} \frac{C_k \cdot L_k \cdot |f_{k,t}|}{|\bar{f}_k|}$$  \hspace{1cm} (5.4)$$

where $T C_e$ is the cost of transmission service and $f_{k,t}$ is the flow of line $k$ for transaction $t$. $C_k$, $L_k$ and $\bar{f}_k$ are the cost per MW per unit length, length, and maximum capacity for line $k$, respectively.

5.2.2. Rate of return and investment risk evaluation

Rate of return and risk are the most important determining factors for the investment in transmission projects. Power system uncertainties increase the risk level and make transmission investment less attractive to the private investors. Modern portfolio theory (MPT) provides a mathematical model to select an economic portfolio based on risk-return trade-offs and efficient diversification [128]. Here, the return rate of an investment is a random variable whose mean value indicates the expected profitability. The variance of the return is an indication of the risk involved which shows the deviation from the expected return. The mean-variance criterion is the basis of MPT for investment choice under uncertainties [129]. An economic portfolio or project gives the highest rate of return with a desirable level of risk. The return rate of an investment is calculated by solving the following equation for $i$: 


\[
\sum_{n=1}^{N} \frac{A_n}{(1 + i)^n} = I_C - P_S
\]  

(5.5)

where \( I_C \) is the investment cost, \( P_S \) is the present worth of the salvage value, \( A_n \) is the annual revenue and \( i \) is the return rate of the investment.

Figure 23 shows the cash flow diagram for an investment.

5.3. Methodology

A multi-stage posterior method is used in this section for transmission expansion planning in a deregulated environment. A set of Pareto optimal solutions is obtained which provides more flexibility when compared to one optimal solution for the single objective formulation. A compromise-solution method is used to find the best solution based on the planner’s preferences.

5.3.1. Objective Functions

a) Investment cost minimization

Minimizing the transmission investment cost in a deregulated environment decreases the cost of transmission services for market participants. The transmission investment cost \( I_C \) is minimized using:

\[
Min I_C = \min \sum_{(i,j) \in \Omega} c_{ij} \cdot n_{ij}
\]  

(5.6)
where $IC$ is the total investment cost of a candidate plan, $c_{ij}$ is the cost of an added line and $n_{ij}$ is the number of added lines to the corridor $i-j$, and $\Omega$ is the set of all corridors.

b) Private investment maximization

Power system uncertainties and the obstacles facing merchant transmission projects in a restructured electricity market discourage private investment in TNEP [130]. Insufficient transmission capacity mitigates the non-discriminatory competitive environment for market participants resulting in a monopoly power over the transmission network. An appropriate transmission expansion strategy is required to maximize private investment and eliminate monopolies in a deregulated environment.

Based on the revised unused transmission capacity method, the periodic revenue for transmission line $l$ is calculated by:

$$A^l_n = \alpha \cdot TC_l$$

(5.7)

where $A^l_n$ is the periodic revenue, $\alpha$ is the annual return, and $TC_l$ is the total cost of transmission service for the transmission line $l$. $A^l_n$ and (5.5) are then utilized to calculate the rate of return ($i$) for each new transmission investment.

The rate of return for each transmission line is a probabilistic variable since it is determined using the power flow with random inputs. The mean value and standard deviation of the rate of return, defined as the expected rate of return ($ROR_l$) and investment risk ($Risk_l$), are used as two viable criteria to evaluate the investment in transmission projects [54]. These two parameters are then compared with the minimum attractive rate of return ($MARR$) and desirable
risk level \( \text{Risk}_d \) to determine whether the transmission projects are attractive for private investors [54]. A transmission project is attractive if the following inequality constraints are satisfied:

\[
ROR_l \geq MARR \\
\text{Risk}_l \leq \text{Risk}_d
\]  

(5.8.a) 

(5.8.b)

where \( ROR_l \) is the rate of return and \( \text{Risk}_l \) is the risk of investment for the transmission line \( l \). Attractive transmission projects which satisfy (5.8) can absorb private investment. We maximize private investment \( PI^{AL} \) for the determined attractive lines:

\[
\text{Max } PI^{AL} = \text{Max } \sum_{l=1}^{L} PI^{AL}_l
\]  

(5.9)

where \( PI^{AL} \) and \( PI^{AL}_l \) are the absorbed private investment for the attractive lines and \( l^{th} \) attractive line, respectively. \( L \) is the set of attractive lines determined by constraint (5.8).

c) Reliability maximization

Traditional transmission planning for conventional generation with firm capacities typically uses the deterministic \( n-1 \) security criterion for reliability analysis. This type of analysis is not appropriate for non-firm wind generation which is unlikely to exceed the \( n-1 \) firm transfer capacity. This results in an under-utilized transmission system as the high voltage transmission lines are usually available with high probability while the chance of wind generation curtailment when the \( n-1 \) contingency occurs is small. Therefore, a probabilistic reliability analysis is required to include both adequacy and security criteria for the expansion planning of transmission systems with wind generation. The probabilistic analytical state enumeration
method is used here to calculate the reliability index [131]. This method uses the interrupted load and probability for every contingency to calculate the reliability index of a transmission network. Expected energy not supplied (EENS) is utilized as an energy index to represent the reliability level of transmission network. The reliability index of a transmission network can be calculated using:

\[
EENS_T = \sum_{i \in \phi} \sum_{j \in \Theta} IL_i^j \cdot P_j
\]  

(5.10)

where \(EENS_T\) is the expected energy not supplied for the transmission network, \(IL_i^j\) is the interrupted load at bus \(i\) due to the contingency \(j\), \(P_j\) is the occurrence probability of contingency \(j\), \(\Theta\) represents the load buses, and \(\phi\) is the set of contingencies. The occurrence probability \((P_j)\) for each contingency \(j\) is obtained by multiplying the probability of component \(j\) not being available by the probability of other components being available. The following linear programming sub-problem which minimizes the total interrupted load is solved to calculate the interrupted load \((IL_i^j)\) for each contingency:

\[
Obj.\ Fun = \min_{j \in \Theta} \sum_{i \in \phi} IL_i^j
\]  

(5.11)

This objective function is subject to the following physical constraints of the network:

\[
\sum_{i=1}^{n_b} P_{g_i} = \sum_{i=1}^{n_b} P_{d_i}
\]  

(5.12.a)

\[
f_{jk} = B_{jk}(n_{jk} + n_{jk}^{ex})(\theta_j - \theta_k)
\]  

(5.12.b)

\[
|f_{jk}| \leq (n_{jk} + n_{jk}^{ex})\bar{f}_{jk}
\]  

(5.12.c)
where $f_{jk}$, $B_{jk}$ and $\bar{f}_{jk}$ are the power flow, susceptance and power flow limit of the line in corridor $j-k$. $\theta_j$ and $\theta_k$ are the voltage phases at bus $j$ and $k$. $n_{jk}^e$, $n_{jk}$ and $\bar{n}_{jk}$ are the number of existing lines, number of new transmission lines and maximum number of added lines in corridor $j-k$. $P_{gl}$, $P_{dl}$ and $\bar{P}_{gl}$ are the power output, lower and upper generation limits for the $i^{th}$ generating unit. $P_{di}$, $P_{dl}$ and $\bar{P}_{di}$ are the supplied load, lower load limit and load demand for the $i^{th}$ bus. $IL^j_i$, the interrupted load at bus $i$ due to the contingency $j$, is calculated by the taking the difference of the demand and the supplied load at each bus [59]. To reduce the simulation time of the reliability analysis, we use a contingency selection strategy that (a) ranks contingencies based on the product of their probability and interrupted load and (b) neglects contingencies for which this value is very small.

5.3.2. NSGA II Optimization

Generally, there are multiple optimum solutions for the multi-objective optimization of TNEP. A set of Pareto optimal solutions that are non-dominant with respect to all the objective functions is used. Several evolutionary algorithms have been proposed to solve a multi-objective optimization problem using the non-dominancy concept [132]. Elitist Non-dominated Sorting Genetic Algorithm (NSGA II) is an efficient evolutionary algorithm to handle the non-linearity,
non-convexity and discontinuity of TNEP [132]. NSGA II is initialized using a set of randomly selected initial solutions. The initialized population is sorted into sets of Pareto solutions called Pareto fronts. The Pareto fronts are ranked based on their non-dominancy levels where the individuals of the first front are assigned the highest fitness value and so on. Crowding distance is calculated for each individual as a measure of proximity to its neighbors. The average crowding distance represents population diversity. A binary tournament algorithm is used to select parent populations based on their non-dominancy rank and crowding distance. Crossover, mutation and selection operators are then utilized to generate offsprings from the selected population for the next iteration. This process halts upon the satisfaction of a termination criterion [133].

5.3.3. Market-based Optimal Power Flow

A one-sided auction market is incorporated into the OPF where the market participants submit their hourly price bids in the form of marginal generation costs. The hourly social cost (HSC) is minimized in an electricity market-based OPF using [67]:

\[
\text{Obj. Fun} = \min \left\{ \sum_{i=1}^{n_g} P_{g_i}(t_h)(a_i P_{g_i}(t_h) + b_i) + \sum_{i=1}^{n_h} \alpha_i (\bar{P}_{d_i} - P_{d_i}) \right\} = \min \text{ (HSC)} \tag{5.13}
\]

where \(\alpha_i\) is a large penalty cost assigned to the interrupted load at each bus \(i\). This objective function is subject to the constraints (5.12.a)-(5.12.f) for normal operating conditions.

5.3.4. Market-based Probabilistic OPF

Due to the stochastic nature of wind power and load in TNEP, it is necessary to use probabilistic OPF analysis. Simulation, analytical and approximate methods are commonly used
to perform probabilistic OPF (POPF) [134]. To avoid the computational burden of Monte Carlo simulation and mathematical calculations associated with analytical methods, we use Hong’s approximate but efficient point estimation \((2m+1)\)-scheme [135]. Note that although the mapping function from inputs to outputs is not known explicitly for our problem, the successive operators corresponding to this mapping, equations (5.5), (5.7) and (5.12.a-5.12.f) and (5.13), are all continuous with continuous derivatives which satisfy the conditions required for Hong’s \((2m+1)\) method to converge.

In a \(K \times m\) scheme, statistical information of the random input variables is represented by \(K\) points called concentrations. A location \(x_{i,k}\) and a weight \(w_{i,k}\) are used to form the \(k^{th}\) concentration of the \(i^{th}\) random variable. The location is determined by:

\[
x_{i,k} = \mu_{x_i} + \xi_{i,k} \cdot \sigma_{x_i}
\]

(5.14)

where \(\mu_{x_i}, \sigma_{x_i}\) and \(\xi_{i,k}\) are the mean, standard deviation and standard location of the \(k^{th}\) concentration for the random input variables \(x_i\).

The weight and standard location are calculated by solving the following nonlinear system of equations:

\[
\sum_{k=1}^{K} w_{i,k} = 1/m
\]

(5.15.a)

\[
\sum_{k=1}^{K} w_{i,k} \cdot (\xi_{i,k})^j = \lambda_{i,j}, \quad j = 1, ..., 2K - 1
\]

(5.15.b)

The \(j^{th}\) standard central moment of the \(i^{th}\) random variable, \(\lambda_{i,j}\), is:
The $j^{th}$ central moment of the $i^{th}$ random variable, $M_j(x_i)$, is given by:

$$M_j(x_i) = \int_{-\infty}^{\infty} (x_i - \mu_{x_i})^j \cdot f_{x_i}(x_i)$$

(5.17)

where $f_{x_i}$ is the probability density function of the random variable $x_i$.

Upon obtaining all concentrations $(x_{i,k}, w_{i,k})$, the vector of random output variables $Z(i, k)$ is calculated for each point $(\mu_{x_1}, \mu_{x_2}, ..., x_{i,k}, ..., \mu_{x_m})$ using the nonlinear input-output function $F$ as follows:

$$Z(i, k) = F(\mu_{x_1}, \mu_{x_2}, ..., x_{i,k}, ..., \mu_{x_m})$$

(5.18)

The $j^{th}$ moments of the random output variables are then estimated by:

$$E[Z^j] \approx \sum_{i=1}^{m} \sum_{k=1}^{K} w_{i,k} \cdot (Z(i, k))^j$$

(5.19)

Setting $K=3$ and $\xi_{i,3} = 0$ yields $x_{i,3} = \mu_{x_i}$ in (5.18) and results in the same point of $(\mu_{x_1}, \mu_{x_2}, ..., \mu_{x_i}, ..., \mu_{x_m})$ for $m$ of the $3m$ locations.

$$\xi_{i,k} = \frac{\lambda_{i,3}}{2} + (-1)^{3-k} \frac{3}{4} \lambda_{i,3}^2 k = 1, 2, \xi_{i,3} = 0$$

(5.20.a)

$$w_{i,k} = \frac{(-1)^{3-k}}{\xi_{i,k} (\xi_{i,1} - \xi_{i,2})} k = 1, 2, w_{i,3} = \frac{1}{m} - \frac{1}{\lambda_{i,4} - \lambda_{i,3}^2}$$

(5.20.b)

Instead of using $w_{i,3}$ for each location, the weight $w_0$ is used and updated for the $m$ locations in the $(2m+1)$-scheme as $\xi_{i,3} = 0$ and $x_{i,k} = \mu_{x_i}$ are the same for $m$ of the $3m$ points:
To perform a POPF, the non-linear input-output function $F$ in (5.18) is replaced with the OPF equations (5.13) and (5.12.a)-(5.12.f).

5.3.5. Decision Making

A set of Pareto optimal solutions is obtained as the result of solving the multi-stage posterior TNEP problem. Once the non-dominated set is determined, a rational decision needs to be made by the planner to find the final optimal plan. The decision making represents a compromise between different objectives based on the planner’s preferences. We use a compromise solution as an efficient decision-making method to realize the best solution among the set of Pareto optimal solutions. This method minimizes the normalized Euclidian distance between the potential optimal and utopia points. The utopia point is defined as a point which is sufficiently close to the minimum point. The Euclidian distance for our multi objective TNEP is minimized as follows [113]:

$$ \min_{U \in \Phi} \left\{ \sum_{i=1}^{n_o} \left[ F_i(U) - F_i^0 \right]^2 \right\}^{1/2} $$

(5.22)

$F_i(U)$ is the $i^{th}$ normalized objective function given by:

$$ F_i(U) = \frac{f_i^{max} - f_i(U)}{f_i^{max} - f_i^{min}} $$

(5.23)

where $f_i^{max}$ and $f_i^{min}$ are the maximum and minimum values for the $i^{th}$ objective function. $f_i(U)$ and $F_i^0$ are the $i^{th}$ objective function value and normalized utopia point. $\Phi$ is the set of Pareto
optimal solutions. Setting $F_i^0 = 1$ in (5.22) makes each objective function as close as possible to its minimum point. Normalization is required for a multi-objective problem where the objective functions have different units.

5.3.6. Proposed Algorithm

Figure 24 shows the flowchart of the proposed algorithm for the multi-objective multi-stage TNEP problem. The algorithm begins with initializing the first population as the candidate transmission lines. The investment cost is determined for each plan using (5.6). Probabilistic OPF is used to calculate the line flows under normal operating conditions. The revenues for the transmission lines are obtained based on the line flow results and (5.7). Solving (5.5) for $i$ gives the rate of return for the investment for each line in a plan. The $(2m+1)$ point estimate scheme is utilized to perform the POPF and calculate the rate of return for each transmission line. The input-output function $F$ in (5.18) is the composition of the OPF equations (5.12.a-5.12.f) and (5.13), periodic revenue (5.7), and rate of return equation (5.5). The mean-variance criterion is used to calculate $ROR_i$ and $Risk_i$ from the investment for each line obtained in the previous step (the mean value and standard deviation of the return rate give the expected $ROR_i$ and investment risk $Risk_i$). These two parameters are evaluated using equations (5.8.a) and (5.8.b) to determine whether the transmission line is attractive for private owners. The absorbed private investment is then evaluated for each plan based on (5.8). If these constraints are satisfied for a transmission line, the line is attractive and the associated investment is considered as the absorbed private investment. The absorbed private investment is calculated for all attractive transmission lines using (5.9). The reliability index (EENS) for each plan is calculated using (5.10)-(5.12).
Figure 24. Flowchart for the proposed TNEP framework.

Once all the plans are obtained for the planning horizon, the solutions are ranked and the parent population is selected using a binary tournament algorithm. Crossover, mutation and selection generate the off-spring population for the next iteration. This process is iterated until the termination criterion is satisfied. Upon obtaining the Pareto
optimal plans from NSGA II, the decision maker uses an algorithm to select the final optimal solution based on the planner’s preference.

5.4. Case Studies

The proposed framework is used to determine the new transmission lines, their locations and the stages when the transmission reinforcement takes place within the IEEE 24-bus reliability test system (RTS) shown in Figure 25 [136]. The OPF problem is solved using MATLAB [137]. Four stages, five years each, are considered for the 20-year planning horizon. Ten new right-of-ways as well as the existing 34 corridors are the candidate solutions for transmission installation. Transmission installation cost is $1000/MW-mile. Investment costs for the new transmission lines are given in Table 21 [53].

Table 22 shows the generation companies’ (GenCos’) bid coefficients. Load and generation growth rates of 7% and 6% per year are considered for the 20-year planning horizon. A wind farm is installed at bus 14 with an initial capacity of 500 MW. This capacity is increased to 750, 1000, 1250 and 1500 MW at the end of stages 1, 2, 3 and 4. The values of the discount rate, MARR, desirable risk level, and annual return are $d=10\%$, $MARR=15\%$, $Risk_d=5\%$ and $\alpha=25\%$. 
Table 21. Investment cost of new lines

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Investment Cost (M$)</th>
<th>From</th>
<th>To</th>
<th>Investment Cost (M$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>3.15</td>
<td>13</td>
<td>14</td>
<td>15.5</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>2.89</td>
<td>14</td>
<td>23</td>
<td>21.5</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>4.36</td>
<td>16</td>
<td>23</td>
<td>28.5</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>1.58</td>
<td>19</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2.19</td>
<td>20</td>
<td>22</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 22. Generation Companies’ Bid coefficient

<table>
<thead>
<tr>
<th>Generators</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>Generators</th>
<th>$a_i$</th>
<th>$b_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.01131</td>
<td>12.145</td>
<td>G7</td>
<td>0.00667</td>
<td>9.2706</td>
</tr>
<tr>
<td>G2</td>
<td>0.01131</td>
<td>12.145</td>
<td>G8</td>
<td>0.00028</td>
<td>5.345</td>
</tr>
<tr>
<td>G3</td>
<td>0.0122</td>
<td>17.924</td>
<td>G9</td>
<td>0.00028</td>
<td>5.345</td>
</tr>
<tr>
<td>G4</td>
<td>0.003</td>
<td>20.023</td>
<td>G10</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>G5</td>
<td>0.001</td>
<td>4</td>
<td>G11</td>
<td>0.00392</td>
<td>8.919</td>
</tr>
<tr>
<td>G6</td>
<td>0.00667</td>
<td>9.2706</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figures 26(a)-(c) show the Pareto optimal solutions for TNEP. Each figure represents the trade-off region between the two objective functions. Figure 26(a) shows a supportive relation between the investment cost and absorbed private investment. Increasing the capital investment for transmission installation increases the capacity of the corridors that transfers the generated power to the load centers. This decreases the reliability index (EENS) of the system. As a result, more load is supplied which requires an increment in power flow through the transmission lines. Increased utilization of transmission capacity raises the revenue and rate of return for the transmission lines and makes the investment more attractive for the private sector. However, the
symbiotic relation between these two criteria comes to a saturation state for investment costs of M$220 and above. This is due to the fact that there is no significant reliability enhancement as the investment cost increases above M$220, which results in constant or even reduced absorption of private investment.

Figure 26(b) shows the trade-off region between the EENS as the reliability index and investment cost of the system. The optimal plans have a reliability index in the range of 0-0.35 p.u which corresponds to an investment cost of 0-455 M$. As shown, the reliability of the system is significantly enhanced by increasing the investment cost up to M$ 220 but is almost constant for larger investment costs.

Figure 26(c) gives a quantitative representation of the trade-off between the reliability criterion and absorbed private investment for the IEEE RTS. An increase in the absorbed private investment implies an investment cost increment, which provides more transmission capacity and decreases the interrupted load and EENS of the system.

The optimal solutions given by Figures 26(a)-(c) are non-dominant with respect to each other. Based on the planner preferences, the most appropriate solution is adopted as the final plan using the compromise-solution method. Table 23 shows the final optimal plan for two sets of utopia points represented by Cases I and II (\(F_1^0\) for investment cost, \(F_2^0\) for absorbed private investment and \(F_3^0\) for reliability index). The values of utopia points can be selected based on different factors such as available budget and desired security level of the system.
Table 23. Decision Making for TNEP

<table>
<thead>
<tr>
<th>Case</th>
<th>$F_1^U$</th>
<th>$F_2^U$</th>
<th>$F_3^U$</th>
<th>IC$^a$</th>
<th>PI$^b$</th>
<th>EENS$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.75</td>
<td>0.4</td>
<td>0.98</td>
<td>107.55</td>
<td>89.8</td>
<td>0.0126</td>
</tr>
<tr>
<td>II</td>
<td>0.7</td>
<td>0.45</td>
<td>0.98</td>
<td>115.075</td>
<td>97.325</td>
<td>0.002</td>
</tr>
</tbody>
</table>

$^a$: Investment cost (M$)
$^b$: Absorbed private investment (M$)
$^c$: Expected Energy Not Supplied (p.u)

TNEP results for the final plans of Table 23 are given in Table 24. This table shows the new added transmission lines, rate of returns and risks of investment for each new line and the stages when the expansion takes place within the IEEE 24-bus RTS. The results include two types of transmission lines: reliability and merchant transmission lines. Transmission lines with $ROR_l \geq 15\%$ and $Risk_l \leq 5\%$ are the merchant transmission lines that provide private investors with economic incentives. The remainder includes the reliability transmission lines required to meet regulatory reliability criteria. The EENS of the transmission system for the final plan is calculated for different stages and given in Table 25. The system is simulated for the last year of stage 4. Based on the simulation, there is a low probability (0.031) that wind power exceeds the transmission limit during the year.

5.5. Conclusions

This chapter presents a stochastic framework for transmission network expansion planning in deregulated power systems with wind generation. The proposed method describes a multi-stage multi-objective model to satisfy reliability requirements and provide economic incentives for private investors. A NSGA II-based POPF was used to determine trade-offs
between reliability measures, absorption of private investments and installation costs for different solutions. The decision-making process was performed for different values of the utopia point to determine the final optimal plan based on the planner’s preferences. The final plans clearly show two groups of merchant and reliability transmission lines. Note that the simulation time for real large-scale networks with many uncertain variables can be reduced by: (a) parallel processing, (b) reduced number of contingencies, (c) smart initialization of GA, and (d) use of MATLAB’s MEX-files instead of M-files.

Table 24. TNEP Results for the Final Plans

<table>
<thead>
<tr>
<th>Corridor</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td>From To</td>
<td>I a</td>
<td>RoR b (%)</td>
</tr>
<tr>
<td>3 24</td>
<td>✓ 23.03</td>
<td>0.99</td>
</tr>
<tr>
<td>6 10</td>
<td>✓ 24.28</td>
<td>1.79</td>
</tr>
<tr>
<td>8 11</td>
<td>✓ 15.68</td>
<td>0.8</td>
</tr>
<tr>
<td>10 12</td>
<td>✓ 1.45</td>
<td>0.17</td>
</tr>
<tr>
<td>15 24</td>
<td>✓ 18.06</td>
<td>1.57</td>
</tr>
<tr>
<td>16 17</td>
<td>✓ 16.97</td>
<td>1.36</td>
</tr>
<tr>
<td>18 21</td>
<td>✓ 23.85</td>
<td>0.89</td>
</tr>
<tr>
<td>6 7</td>
<td>✓ 7.93</td>
<td>2.07</td>
</tr>
</tbody>
</table>

a: Installation status for transmission line / 
b: Rate of return of investment for transmission line / 
c: Risk of investment for transmission line /
Figure 26. Pareto optimal solutions for IEEE RTS and trade-offs between (a) absorbed private investment and investment cost. (b) EENS and investment cost. (c) EENS and absorbed private investment.
Table 25. Reliability Results for the Final Plans

<table>
<thead>
<tr>
<th>Stage</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>EENS (p.u)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case I</td>
<td>0.0026</td>
<td>0.0016</td>
<td>0.0007</td>
<td>0.0126</td>
</tr>
<tr>
<td>Case II</td>
<td>0.0026</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0020</td>
</tr>
</tbody>
</table>
VI. Chapter 6. Conclusion and Future work

This dissertation proposes several methodologies to remove the barriers of extending intermittent renewable generation. These methods decrease renewable generation uncertainties using the geographical distribution of renewable resources, energy storage units, load shifting strategies, and network expansion planning. Several case studies have been performed to show the feasibility of the proposed methods.

In Chapter 2, a method has been developed to evaluate distributed wind generation and its potential impact on ramping requirement in power systems with high levels of wind penetration. This method is tested on the IEEE 24-bus system and different case studies are carried out to investigate the factors affecting the ramping requirement. Simulation results show that distributing the wind generating plants throughout the IEEE 24-bus system decreases the ramping requirement and integration costs for 24 hours day ahead scheduling.

In Chapter 3, two new methods have been proposed for optimal sizing of a hybrid power system including wind/PV/energy storage system. Using historical data and curve fitting, wind and PV generation and cooling loads are stochastically modeled. A smart-grid strategy is developed to shift the load and match the renewable energy generation and cooling load. In the first method, a GA-based optimization is proposed to minimize the cost and increase the efficiency. In the second method, a PS-based SMCS optimization is proposed to optimally size the hybrid system components and satisfy the reliability requirements. Simulation results show the trade-off between system cost and reliability for a hybrid power system. The best compromise is realized using a compromise-solution method. The proposed methodologies
enable electric utilities to efficiently utilize the installed renewable resources and storage capacities for supplying the controllable flexible load, such as the HVAC load. The proposed procedures can be applied for any controllable deferrable load, such as HVAC load.

In Chapter 4, a new technical framework is proposed to evaluate the energy storage application, for the social cost and transmission congestion relief of wind integration. Optimal storage distribution and its application for transmission congestion relief utilized the transmission capacity more effectively and increased the efficiency of wind integration when compared with the conventional alternatives. The cost-benefit analysis has shown the economic justification and advantage of storage application for both social cost and transmission congestion relief over the gas-fired alternatives. Simulation results have demonstrated the advantage of co-locating wind and storage for its social cost relief application.

In Chapter 5, a new stochastic framework for transmission network expansion planning in deregulated power systems with wind generation has been presented. The proposed method describes a multi-stage multi-objective model using a NSGA II-based POPF to satisfy reliability requirements and provide economic incentives for private investors. The decision-making process was performed for different values of the utopia point to determine the final optimal plan based on the planner’s preferences. This is critical in a restructured power market with renewable energy generation where the stochastic nature of renewable resources and deregulation policies increase the investment risk and decrease the rate of return involved in transmission projects. The proposed strategy provides valuable insights for both private investors and transmission network operators. It also mitigates the monopoly power over transmission networks. Simulation
results for the IEEE 24-bus RTS demonstrate the feasibility and practicality of the developed planning algorithm.

For future work, we will apply the proposed method for matching the renewable energy sources with other controllable loads such as plug-in electric vehicles. Other applications of energy storage units such as hedging against forecast uncertainties and reducing network expansion expenses will also be explored. Moreover, application of the energy storage units for reliability improvement of power networks should be evaluated. For this purpose, a comprehensive reliability model must be developed for energy storage units.
VII. References


[85] http://mesonet.agron.iastate.edu/agclimate/info.phtml
[100] Alternative sectoral load shapes for NEMS, August 2001
[103] www.eosenergystorage.com/technology
[104] http://www.stats.ox.ac.uk/~doucet/samsi_course.html


