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Abstract

This thesis focuses on the development of a multi-modal odometry estimation framework for the purpose of robot localization and mapping in visually degraded environments. Visual and depth information are encoded at the feature detection and descriptor extraction level, providing robustness to the landmark selection process in low illumination and texture-less conditions. An extended Kalman filter framework is used to predict landmark positions using inertial measurements in successive frames and the matching pixel error is used as an innovation term. For localization performance evaluation the proposed approach is compared to ground-truth provided by Vicon system and a state-of-the-art visual-inertial odometry estimation framework. The mapping performance is demonstrated by mapping a large room in dark conditions.
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Chapter 1

Thesis Introduction, Contribution, and Content

1.1 Introduction

During the past decade robots have seen an unprecedented expansion in their utility as they take on more tasks typically reserved to be performed by humans. With an increasing area of robotic applications including many mission critical tasks such as infrastructure inspection [1–9], disaster response [10–12] and security monitoring [13, 14], the need for robots to operate in a variety of environments reliably becomes crucial. To accomplish their tasks robots rely on a variety of sensors to localize and navigate in different environmental conditions with GPS and vision sensors being the more typical and traditionally used sensors of choice for outdoors and indoors environments respectively. In indoor environments, where GPS is not available or other GPS-denied environments, a variety of methods are available that utilize vision sensors, alone or in conjunction with inertial sensors, to estimate robot
pose and odometry for localization and tasks. Although vision based methods are very popular with both feature based and dense methods showing reliable results, they are nonetheless prone to failure in poor illumination conditions and low texture environments.

As an alternative, and due to recent miniaturization and cost competitiveness, range/depth sensors are another popular choice to perform indoor robot navigation tasks. Compared to visual data, depth measurements from a depth sensor are not affected by scene illumination and texture changes. Methods relying on depth data although are able to reliably perform in visually degraded environments, i.e. low-illumination and texture-less conditions, but tend to suffer in structureless and symmetric environments, e.g. long corridors, as they rely on the structure and geometry of their environment to estimate robot pose. It can be noted that although both of these sensing modalities suffer individually in respective degraded conditions, they can be utilized in complementary manners. Figure: 1.1 shows an example where complementary nature of visual and depth sensing modalities can be very useful. The wall poster in the scene (highlighted by the red box) is an example of a texture rich object in visual domain, however the same area provides no geometric or structural information in the depth domain as the depth difference between the wall and the poster is smaller than the sensing resolution of the sensor.
Figure 1.1: Visual and Depth images of a scene taken in good illumination conditions are shown side-by-side. The poster on the wall provides rich texture information in visual domain but does not provide any structural information in depth domain.

Similarly, Figure: 1.2 provides an example of the usefulness of depth sensing. It can be easily noted that in low illumination conditions the same scene cannot provide good visual information, e.g. the wall poster doesn’t provide good texture information in these conditions, however the depth information remains unaffected and can still provide useful geometric or structural information as shown by the chair in the scene (highlighted by the red box).
Figure 1.2: Visual and Depth images of a scene taken in low illumination conditions are shown side-by-side. Due to low illumination conditions reliable texture information is very low, however depth image remains unaffected and provides good structural and geometric information.

Noting the complementary nature of information in both sensing modalities, a case can be made that using them together can improve odometry estimation in terms of accuracy and robustness. However, most methods that utilize both sensing modalities either estimate the robot pose using each sensing modality separately and then combining the results or choose a primary sensing modality for estimation and utilize the second sensing modality for improving on the estimates. Both approaches have shown consistent results for certain types of environments. However, approaches that work by combining only the final estimates can be prone to scaling issues if the underlying estimation processes for each sensing modality are different. Similarly, if a primary sensing modality is chosen the overall estimation process is prone to be less robust when the primary sensing modality suffers significantly. However, such problems can be alleviated if sensing fusion occurs during the earlier stages of the estimation process, i.e., the feature detection and descriptor extraction level, as it makes the final odometry estimation process less prone to ill-conditioning of one or the other sensing modality.
In this work we present a multi-modal odometry estimation framework that uses fused visual and depth information at the feature level to provide a robust odometry estimate. By using features salient in both sensing modalities, we improve the robustness of features when information in both sensing domains is present as well as augment detection and description of features in degraded environments. In our approach odometry estimates are generated by tracking these features in an extended Kalman filter framework where new feature locations are propagated scene to scene using inertial information and error in feature location is used as an innovation term. The advantage of utilizing multi-modal features, in addition to the ability to navigate in degraded environments, is that it keeps the filter state small allowing for odometry calculation to be done in real time on-board a robot.

1.2 Contribution

In this work we present an odometry estimation framework for localization and mapping applications in visually degraded conditions. Our framework fuses multi-modal features, generated using visual and depth data, with inertial data in an extended Kalman filter framework. To the best of our knowledge our approach is unique in taking advantage of fusion of visual and depth data at feature detector and descriptor level for odometry estimation for the purpose of navigating in visually degraded environments.

1.3 Content

This thesis is organized as follows: Chapter 2 presents a literature review of the related techniques with a discussion of their strengths and areas of potential im-
provements followed by the derived motivation for this work. Chapter 3 describes in the theoretical background and the implementation details about the three main components of the proposed framework namely a) Feature Generation (section: 3.2), b) Descriptor Extraction (section: 3.3) and c) Filter Framework (section: 3.4). In Chapter 4 we introduce the utilized sensor along with the detailed notes about the methods and toolboxes used for the calibration and characterization of this sensor (section: 4.1). Utilizing this sensor, preliminary results for localization and mapping are shown. Finally, Chapter 5 discusses ideas for improvement as part of future work and concludes this thesis.
Chapter 2

Related Work and Motivation

2.1 Related Work

Visual odometry for robot navigation tasks is a well established field and has been utilized in a number of different purposeful applications [15, 16]. Broadly, visual odometry methods can be categorized in two categories namely: feature based methods and direct methods. Feature based methods depend on the tracking of a sparse set of detected salient points between successive frames. These methods rely on the repeatability of detection of same feature points and the robustness of matching extracted descriptors across multiple frames to extract camera pose and structure of the scene. These techniques have shown very reliable results on very large motions between successive scene, as shown in [17, 18]. However, these methods rely on the threshold set for feature detection and descriptor matching. Furthermore, such techniques also necessitate the requirement of some sort of outlier rejection method such as [19] to deal with wrong correspondences. Thus in case of feature based method descriptor extraction, matching and outlier detection can become computationally
burdensome. Direct methods on the other hand operate by directly comparing local intensity gradients in an image and can be significantly faster than feature based methods as they save time by avoiding features detection, description and matching operations. Direct methods such as [20] have shown to perform at very high frame rates. These approaches track image patches instead of points and are dependent on correct frame to frame warping estimation to perform reliably and need to track a large number of patches for robustness.

A popular approach to reduce the number of features to be tracked and to reduce the search space for feature matching from frame to frame is to combine Inertial Measurement Unit (IMU) data with visual data. These inertial measurements can be integrated in visual odometry frameworks by utilizing an extended Kalman filter framework, as shown in [21], and can be utilized with both feature based methods and direct methods such as those mentioned above. In [22] authors employ an IMU driven filtering framework where they use the re-projection error of 3D landmarks for filter updates. They use feature matching to perform filter updates and have shown consistent results over long trajectories. Similarly, in [23], authors propose a robot-centric extended Kalman filter framework which keeps track of a small number of intensity patches position along with the pose of the robot. Position of patches are propagated by using the IMU measurements during the prediction step of the filter and a filter update is performed by using intensity patch alignment error as an innovation term. By using IMU measurements the authors are able to reduce the search space for patch alignment between two frames and thus reduce the number of patches to be tracked making the whole process computationally tractable, as well as showing particularly robust performance during very fast motions.
Although visual odometry techniques have seen a lot of growth in variety and robustness in the past years, yet the fact remains that all these techniques rely on proper scene illumination and availability of texture for their operation. In recent years due to increased miniaturization and affordability, depth sensors have also become popular for robot navigation applications as the provided direct depth measurements are not prone to illumination changes or lack of texture. These sensors can be broadly categorized in two categories based on their sensing range and density of data produced. Light Detection and Ranging (LIDAR) units can produce depth measurements at long ranges and return data in the form of sparse point clouds. These sensors are especially popular in autonomous cars research [24] given their ability to provide depth measurements over long distances. Techniques using LIDAR data along with IMU integration to generate odometry estimates have shown very robust results over long ranges [25] but tend to suffer at short ranges and in structure-less environments where geometric constraints are not enough to constrain the underlying optimization process [26, 27]. On the other hand, dense depth sensors produce dense depth data at short ranges and can be easily combined with RGB images on pixel-to-pixel basis given extrinsic calibration. These RGB-D cameras have become very popular since the first release of Microsoft Kinect in 2010 and have enabled the development of RGB-D odometry estimation techniques such as [28–31].

Although these approaches take advantage of the availability of direct depth estimates, on closer inspection it can be noted that handling of depth and visual data is done separately. In [28–30] feature detection and matching is done solely on the visual image for odometry estimation and depth data is utilized for correct scale estimation and mapping purposes. Similarly, in [31] depth data is used only to validate the visual odometry estimation. Due to this separate handling of data in both sensing modalities, the overall odometry estimation remains prone to illumination changes and lack
of texture. To remedy these problems some recent approaches \cite{32,34} propose to encode visual and depth information on feature detection and descriptor level. These approaches although do improve the robustness in large illumination changes they are sensitive to the quality of depth data and can become computationally burdensome for real-time operations \cite{35,36}.

2.2 Motivation

Motivated by the discussion above in this thesis we present an extended Kalman filtering framework that fuses inertial, visual and depth information for odometry estimation. Inspired by \cite{23} we use a robot-centric formulation and use inertial measurements to predict feature pixel positions between frames and use re-projection error as an innovation term for the update step. We encode visual and depth information at feature detector and descriptor level making them more robust in visually degraded conditions, i.e. low illumination and texture-less conditions. By combining visual and depth information at feature level we only need to track a small number of multi-modal features in the filter state making the whole odometry computationally tractable. To the best of our knowledge this tightly integrated multi-modal framework has no precedent in robot odometry estimation literature.
Chapter 3

Methodology

3.1 Overview

In this chapter we detail our multi-modal framework. Broadly our approach can be divided into three main components namely: a) Feature Generation, b) Descriptor Extraction and c) the extended Kalman filter framework. Visual and depth images are used in the first two components and hence encode information from both sensing modalities. The main idea behind fusion of vision and depth at feature detection and description level is to augment both these steps in case one of the sensing modalities encounters degraded conditions as detailed in section: 2.1. This multi-modal approach also enables us to track visual and depth features in a combined manner rather than tracking them separately as part of the filter state and hence in keeping the filter state small. By tracking features as part of the state we are able to calculate the uncertainty of every feature individually and hence in a sense control the contribution each feature makes to the odometry calculation process. Figure: 3.1 shows a diagrammatic overview of the whole framework.
3.2 Feature Generation

In the field of computer vision, a lot of research has been done on detection of invariant and repeatable features in images [37,38]. On the other hand in the depth domain most of the feature detection methods developed operate on 3D pointclouds rather than directly on depth images. Similarly, a small body of work exists which combines depth and visual information for the detection of multi-modal features. Although such approaches [33,34,39,40] take advantage of both sensing modalities they, are usually very slow in operation as they are designed with the motivation to perform registration tasks rather than generating real-time odometry estimates. In this section we describe an approach for the detection of multi-modal features suitable for real-time odometry estimation tasks. We accomplish this by generating
a combined score image for visual and depth images which identifies salient points in both modalities.

### 3.2.1 Image Pre-Processing

Upon receiving a pair of visual and depth images we start by pre-processing them in preparation for feature detection and descriptor extraction.

First, for visual image, we convert the RGB image into grayscale and undistort it using the intrinsic calibration matrix obtained by the camera calibration package provided in Robot Operating System (ROS). Although we know the obtained visual image has some noise at the initial phase we do not perform any image filtering at this stage in order to not over-smooth the image and deal with it later in the feature detection and descriptor extraction phases.

As compared to visual images, depth images are very noisy as they are obtained using an active sensor. Such active sensors typically use structured light, IR stereo or Time-of-Flight technology which necessitates that the sensor carries its own source of light in the respective spectrum. Figure: 3.2 shows an image obtained from our sensor with black spots showing missing depth information. As depth sensors are active in nature, the emitted light which is infra-red (IR) in our case, might not return to the sensor due to high reflectance angle of the surface it falls upon or due to absorption of IR light by objects of dark color. Similarly, due to noise as mentioned in [41], very bright spots show incorrect depth measurements with values outside the sensor measurement range.

Dependent on the depth sensor, range depth measurements lying outside the bounds must be filtered out and marked as invalid. For our sensor all points outside the range
Figure 3.2: Depth image obtained from our sensor before any filtering operations are performed. Black spots show areas of missing depth. Very bright spots show incorrect depth measurements.

of $0.75m \geq \text{depth} \leq 6.0m$ are marked as invalid and their value is set to zero. Our depth image is obtained as an unsigned 16-bit image and reports depth measurements up to a resolution of millimeters. As mentioned in [42] and [41] depth sensors lose sensitivity as a function of depth and hence it is advised to lower the precision of measurements. Doing this is helpful as it aids computation of consistent Normals of surfaces, which are used in descriptor extraction. Keeping this in mind we round depth measurements to the nearest centimeter value. Subsequently, to smooth out the depth image and fill in some of the gaps in missing depth data we apply a median filter. Median filter works by selecting a neighborhood around a pixel and replacing the value of the pixel with the median value of the neighborhood. Hence, median filter can fill out missing data while preserving edges. Figure: 3.3 shows a filtered depth image after mentioned pre-processing operations are applied to Figure: 3.2.
3.2.2 Image Registration

In order to establish pixel-to-pixel correspondence between visual and depth images they need to be registered using the intrinsic and extrinsic calibration parameters of the camera. Using intrinsic calibration parameters of the depth camera we project all pixels having valid depth values into the 3D space.

\[
\begin{bmatrix}
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{dep \rightarrow 3D} = K^{-1}_{dep} \begin{bmatrix}
d_i \\
u_i \\
v_i \\
1
\end{bmatrix}_{dep}
\]

where \(X_i, Y_i, Z_i\) represent projected 3D coordinates of pixel \(i\) w.r.t the depth camera frame. \(K^{-1}_{dep}\) represents the intrinsic calibration matrix of the depth camera, \(d_i\) is the depth value of the pixel and \(u_i, v_i\) are the depth pixel coordinates. Using extrinsic calibration parameters we then transform the projected 3D points from the depth
camera frame to the visual camera frame.

\[
\begin{bmatrix}
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{vis \rightarrow 3D} = R_{dep}^{vis} \begin{bmatrix}
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{dep \rightarrow 3D} + T_{dep}^{vis}
\]

where \(R_{dep}^{vis}\) and \(T_{dep}^{vis}\) represent extrinsic rotation and translation matrices between visual and depth cameras. We then re-project transformed 3D points into the 2D image space using intrinsic camera parameters of the visual camera.

\[
\begin{bmatrix}
u_i \\
v_i \\
1
\end{bmatrix}_{vis} = K_{vis} \begin{bmatrix}
1/Z_i \\
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{vis \rightarrow 3D}
\]

where \(u_i, v_i\) represent the pixel location in visual image corresponding to pixel \(i\) in the depth image. \(K_{vis}\) represents the intrinsic calibration matrix of visual camera. When projecting 3D points to 2D space we perform an occlusion check if two depth pixels transform to the same pixel position in visual image, in case this happens we keep the smallest depth. Performing registration between two images allows us to generate pixel-to-pixel maps from the visual image to the depth image and vice versa. This also allows to generate an RGB pointcloud that we later use for mapping purposes. Figure: 3.4 shows the generated RGB point-cloud of the same scene.

### 3.2.3 Common Image Generation

For the detection of feature points from visual and depth images we create a common image with each pixel annotated with a score in the 0-255 range describing its saliency in either one or both domains. For detection of salient points in visual im-
ages we make use of the ORB feature detector [43]. We choose ORB primarily for two reasons. First, ORB detects FAST keypoints [44] across multi-scale image pyramids making the keypoints less sensitive to noise and scale variation. Secondly, ORB returns Harris corner score for each detected keypoint providing us with a metric for each keypoint. We normalize these Harris scores in 0-255 range and mark them accordingly in the common image. Figure: 3.5 shows the detected ORB keypoints on the visual image. Similarly, Figure: 3.6 shows the normalized score image using the same keypoints.
Figure 3.5: Red dots show the detected ORB keypoints on the visual image.

Figure 3.6: Image shows pixels marked with the normalized ORB score. (Binary image shown here for ease of viewing purposes).
For detection of keypoints in depth image, we take an initial inspiration from the work of [45] related to calibration of camera and lasers. We make use of the intuition that edges in depth images and visual images would lie along the same coordinates. Using this intuition we first normalize the depth image into the 0-255 range and use an edge detector to get an initial estimate of edge locations. This is primarily done for data reduction purposes in order to keep the process computationally tractable for real-time operations. We make use of Canny edge detector primarily because of its highly optimized code available as part of the OpenCV library and built-in non-maxima suppression operation. As Canny edge detector makes use of Sobel derivative operator, pixels that lie near invalid depth points create a very strong edge response. To eliminate these incorrect edges we create an inverse invalid depth mask with invalid depth points marked as 1. We dilate this mask and multiply with the detected edge points image to suppress incorrect edges. Next to generate a score metric we choose a neighborhood around each remaining edge point in the filtered depth image. We calculate the number of points in the neighborhood of each edge point which have depth difference higher than a defined threshold with respect to the corresponding edge point. This operation allows us to differentiate between corner and edge points. We normalize the score for each point in the 0-255 range. Furthermore, to filter out unstable points during this operation, we reject any edge point if an invalid depth point lies in its neighborhood. As depth sensors are active sensors object boundaries are not constant in their pixel locations in the depth images as mentioned in [41]. To improve the repeatability of detection of depth points we apply a small dilation kernel on the detected depth points. Figure: 3.7 shows the detected depth edges with normalized score.
We combine the scores for both visual and depth corner images with the idea that pixels salient in both domains should score higher. We add the scores, with maximum score not exceeding 255, in our final common image. Figure 3.8 shows the combination of visual and depth scored images for selection of features.
3.2.4 Feature Selection

For odometry calculation purposes it is important to have a good distribution of feature points across an image as in the case of feature points clustered in one area of the image a large amount of features can be lost during any significant motion of the camera. This sudden loss of a large number of features can cause odometry estimates to diverge.

For this purpose we divide our calculated common image into a $5 \times 5$ grid. From each grid patch we select 10 best features giving us a total of 250 possible candidate points. We filter out points which fall very near to the edge of the image. The distance to the edge is selected according to the size of the descriptor extraction neighborhood size. We sort the remaining feature points according to their score and apply a minimum Euclidean distance constraint. We first select the best feature point in our candidate
and add it to our selected list. Next, we select the second best feature in the candidate list and check if it satisfies the minimum Euclidean distance constraint against the features in the selected feature list. If it does, we add it to the list otherwise we move down the list. The process is terminated when a predefined number of features are selected or we exhaust our search in the candidate list. Whenever a feature is to be added to the state it is first checked against all features already tracked in the state to check if minimum Euclidean distance constraint is satisfied. Figure: 3.9 shows an instance of 25 best selected features from the combined score image. From the location of features selected it can be seen that they are selected from both visual and depth domains.

Figure 3.9: An instance of 25 best selected features from the combined score image that satisfy the selection criteria. Comparing the location of selected features to the Visual and Depth Score images it can be observed that the selected features originate from both domains.
### 3.3 Descriptor Extraction

#### 3.3.1 Descriptor Selection

Given a set of selected feature points originating from both visual and depth domains we next extract descriptors in order to track them in successive frames. As mentioned in section 2.1 very few approaches have been proposed to create descriptors encoding information from both sensing modalities with CSHOT [46], RISAS [34] and BRAND [32] being some examples. For real-time odometry calculations in addition to good recall and precision performance, it is of utmost importance that the descriptor extraction and matching processes are fast. CSHOT and RISAS are categorized as histogram based descriptors as they work by creating and concatenating multiple histograms. For matching purposes histogram based descriptors utilize Euclidean distance as a metric. Both of these techniques are computationally expensive [34,46] hence rendering histogram based descriptors, although very good for registration purposes, not suitable for our application. BRAND on the other hand belongs to the category of binary descriptors which are very popular in the field of computer vision because of their computational and memory efficiency. Binary descriptors work by sampling the neighborhood of a keypoint and performing lightweight pixel-wise comparisons to generate a bit string representation of the neighborhood. Matching of binary descriptors is very fast as this is done by calculating Hamming distance by performing \(\text{XOR}\) operation between two bit strings. For this reason in our application we choose the BRAND descriptor, with some modifications, as it is the only binary descriptor in our knowledge that encodes both visual and depth information. Below we present a short overview of the BRAND descriptor along with our modification and the motivation behind the changes. We encourage the reader to read the original publication [32].
3.3.2 Descriptor Details

Following similar approaches in the field of computer vision, BRAND generates a descriptor by performing pair-wise pixel tests in the neighborhood of a keypoint by selecting pixel pair locations according to a pre-determined sampling pattern. To encode the information from both sensing modalities, BRAND first generates two separate visual and depth descriptors of the same length, by performing intensity and geometric tests respectively, and then combines them by performing bit-wise OR operations. Figure: 3.10 shows a visual representation of the descriptor generation process.

![Descriptor Generation Process](image)

Figure 3.10: This figure shows two descriptors of equal size are created using data in each sensing modality and then combined together by performing bit-wise OR operations. (Image courtesy [32])

To create a sampling pattern BRAND takes its inspiration from [47]. However, instead of using the whole pattern of size 48 × 48, only pairs that lie within a circle of radius of 24 pixels are used, making the sampling pattern less sensitive to in-plane rotation. To reduce sensitivity to image noise, this sampling pattern is also
pre-smoothed by applying a Gaussian kernel of size $9 \times 9$. Figure 3.11 shows the sampling pattern used in this work.

![Figure 3.11: Descriptor sampling pattern of size $48 \times 48$ showing 256 sampled pairs of pixel locations to be used to perform intensity and geometric tests. (Image courtesy [32])](image)

Furthermore to make the descriptor less sensitive to scale changes depth data at keypoint locations is used to estimate scale using the following equation:

$$
scale = \max \left( 0.2, \frac{3.8 - 0.4 \max (2, ddepth)}{3} \right)
$$

The estimated scale is used to scale the size of the sampling pattern which can vary from a size of $9 \times 9$ to $48 \times 48$ depending on the depth of the keypoint.

For generation of the visual part of the descriptor, similar to other approaches in computer vision, pair-wise pixel intensity comparison is performed. For a pair of pixel locations $P_1$ and $P_2$ with intensities $I_1$ and $I_2$ the visual comparison function $V$ can
be represented as:

\[
V(P_1, P_2) = \begin{cases} 
1 & \text{if } I_1 < I_2 \\
0 & \text{otherwise}
\end{cases}
\]

However, different from the original work in [32], we choose to modify the above comparison for two reasons. First, comparing pixel intensity directly is susceptible to pixel noise and small intensity changes due to noise can cause erroneous bit switching in the descriptor. Secondly, in low illumination conditions, vision camera sensors are susceptible to dark noise, which is given as:

\[
\text{dark noise} = \sqrt{\text{dark current} \times \text{integration time}}
\]

Dark noise can generate false intensity values which although are insignificant in good illumination conditions, they can become significant in low illumination conditions when intensity values are very small, hence causing visual descriptor, to be very noisy and leading to false positive and negative matches. To alleviate these two problems we make the following changes. First, to reduce the sensitivity of the descriptor to pixel noise instead of comparing pixel intensity values we compare mean intensity values using patches of size $9 \times 9$ created around sampled pair locations. Secondly, to reduce the effect of dark noise we subtract a small intensity value, representing intensity changes due to dark noise, from the mean intensity values of the patches before performing the pair-wise comparison. This intensity representation of dark noise ($I_{\text{dark noise}}$) was calculated by collecting images in a very dark environment where we expect the intensity value to be zero and calculating the mean intensity value across these images. For our sensor we use an intensity value of 5 as a representation of
maximum dark noise of the sensor. The modified intensity comparison function for a pair of pixel locations \( P_1 \) and \( P_2 \) with mean patch intensities \( \overline{T}_1 \) and \( \overline{T}_2 \) can be written as:

\[
V(P_1, P_2) = \begin{cases} 
1, & \text{if } \max(0, \overline{T}_1 - I_{\text{dark noise}}) < \max(0, \overline{T}_2 - I_{\text{dark noise}}) \\
0, & \text{otherwise}
\end{cases}
\]

The max function in the above equation is used to ensure that the minimum allowed intensity value is 0.

For the generation of the depth part of the descriptor two pair-wise geometric tests are performed in order to encode underlying surface properties. To perform these geometric tests, first the depth image is projected into 3D space using the intrinsic camera parameters of the depth camera and stored in pointcloud format using the Point Cloud Library (PCL). At each 3D point in the pointcloud, surface normals are estimated using neighborhood points. As we have a dense and organized pointcloud we take advantage of normals estimation using integral images [42], available as part of PCL for faster calculations. We then carry out the following two geometric tests:

**Normal Displacement Test:** This test compares the angle between two normal vectors to check if it is greater than a pre-defined threshold angle, by computing their dot product. For a pair of pixel locations \( P_1 \) and \( P_2 \) with normals \( n_1 \) and \( n_2 \) this geometric test function \( G_1 \) can be written as:

\[
G_1(P_1, P_2) = \begin{cases} 
1, & \text{if } (n_1 \cdot n_2) < \text{threshold} \\
0, & \text{otherwise}
\end{cases}
\]
In our work the threshold is chosen to be $\cos(45^\circ)$.

**Convexity Test:** Although the Normal Displacement Test captures the curvature of the surface yet it does not tell us anything about the nature of the curved surface, i.e. if it is convex or concave. To disambiguate we take the dot product of the vector difference of the normals vectors at pixel pair locations and the vector pointing from the first 3D point to the second 3D point and mark the surface as concave if the dot product of these two difference vectors is less than zero. For a pair of pixel locations $P_1$ and $P_2$ with normals $n_1$ and $n_2$ and 3D point locations $p_1$ and $p_2$, this geometric test function $G_2$ can be written as:

$$G_2(P_1, P_2) = \begin{cases} 
1, & \text{if } (n_1 - n_2) \cdot (p_1 - p_2) < 0 \\
0, & \text{otherwise}
\end{cases}$$

The depth descriptor is then created by performing bit-wise AND operation between the results of Normal Displacement Test and Convexity Test for every pair wise comparison and combined depth comparison $D$ function can be written as:

$$D(P_1, P_2) = G_1 \land G_2$$

Finally, visual and depth information is combined by performing bit-wise OR operation on the calculated visual and depth descriptors represented as $V$ and $D$ respectively. The final bit string at keypoint location $k$ can be written as:

$$BRAND(k) = \sum_{i=1}^{256} 2^{i-1} (V_i \lor D_i)$$
3.4 Filter Framework

3.4.1 Overview

In the field of computer vision, the problem of pose estimation and 3D reconstruction has been extensively studied which has resulted in the development of a number of approaches some of which we have mentioned in section: 2.1. However, if only visual cues are used for motion estimation the resulting approach may lack robustness. For example, feature-based approaches are sensitive to feature mismatches and hence require some method like RANSAC \[19\] for pruning of mismatches. Similarly, direct intensity approaches require some constraints to be applied on the optimization process in order for the solution to not diverge. When tracking points or regions of interest between successive images, a search has to be performed over the entire images making the search space larger and hence making them computationally expensive and more sensitive to fast motions. Employing an IMU as an additional sensing modality can significantly improve both robustness and accuracy of these approaches because of the complementary nature of IMU data. An IMU can provide reliable information for short motions at a very high update rate which can not only be used as a good motion prior for pose estimation processes. IMU integration can also be used to reduce the search space for feature matching as well as aid in pruning outlier matches. Furthermore, for monocular systems an IMU provides observability of scale hence making motion estimates more robust and useful. A number of proposed approaches have successfully combined visual and inertial information utilizing both visual features \[48, 50\] and direct image intensity information \[23, 51, 52\] for pose estimation.
Our approach falls under the category of feature-based approaches as we aim to track multi-modal features across successive frames. Similar to the above-mentioned approaches, we employ an extended Kalman filter framework for the integration of inertial data with our multi-modal features. Our overall filter structure is similar to the one proposed in [23]. The proposed filter framework follows a fully robot-centric formulation as it allows for the decoupling of unobservable states, namely position and yaw, from the rest of the filter states. In this formulation three coordinate frames namely, the Inertial Measurement Unit (IMU) fixed coordinate frame $I$, the camera fixed frame $V$, and the world inertial frame $W$, are used. As described in Section: 3.2.2 we register our depth image with respect to the visual image hence all the depth data is expressed in camera fixed frame $V$ and does not require a separate coordinate frame.

For the parametrization of multi-modal features, a landmark approach is followed which models 3D feature locations by a using 2D bearing vector (parametrized with azimuth and elevation angles) and a depth parameter. In this work inverse depth parametrization similar to [21] was used. The advantage of using this landmark parametrization is that it allows for integrating new features into the filter state without a delay as we can initialize a feature with a random depth, in case of missing depth data, with a large uncertainty without affecting the bearing vector estimate. This compact representation also allows to carry feature points as part of the state and to estimate their joint uncertainty. Hence the filter state can be written as:

$$x = \begin{bmatrix} \text{pose, } l_p \\ \hat{r} \quad \hat{q} \quad \hat{u} \quad b_f \\ \omega \quad c \quad z \end{bmatrix}_{\text{robot states, } l_s} \mid \begin{bmatrix} \mu_0, & \ldots & \mu_f, & \rho_0, & \ldots & \rho_f \end{bmatrix}_T^{T \text{features states, } l_f}$$

where $l_p, l_s, l_f$ are dimensions, $r$ is the robot-centric position of the IMU expressed in $I$, $u$ represents the robot-centric velocity of the IMU expressed in $I$, $q$ is the IMU attitude represented as a map from $I \rightarrow W$, $b_f$ represents the additive accelerometer
bias expressed in $\mathcal{I}$, $b_\omega$ stands for the additive gyroscope bias expressed in $\mathcal{I}$, $c$ is the translational part of the IMU–cameras extrinsics expressed in $\mathcal{I}$, $z$ represents the rotational part of the IMU–cameras extrinsics and is a map from $\mathcal{I} \rightarrow \mathcal{V}$, while $\mu_j$ is the bearing vector to feature $j$ expressed in $\mathcal{V}$ and $\rho_j$ is the depth parameter of the $j^{th}$ feature such that the feature distance $d_j$ is $d(\rho_j) = 1/\rho_j$.

### 3.4.2 State Propagation

In our framework state propagation is driven by using proper acceleration $\hat{f}$ and rotational rate measurements $\hat{\omega}$ provided by the IMU. Both measurements are affected by bias and noise, as we track bias as part of our filter state we can write the bias-corrected but noise-affected inertial measurements as:

$$\hat{f} = \tilde{f} - b_f - w_f$$
$$\hat{\omega} = \tilde{\omega} - b_\omega - w_\omega$$

where $b_f$ and $b_\omega$ represent bias parameters and $w_f$ and $w_\omega$ represent noise parameters for accelerometer and gyroscope measurements respectively. Using bias corrected IMU measurements and given an extrinsic calibration between IMU and camera coordinate frame(extrinsic calibration process in described in Chapter: 4) estimated camera linear velocity $\hat{v}_V$ and camera rotational velocity $\hat{\omega}_V$ can be written as:

$$\hat{v}_V = z(v + \hat{\omega}^x c)$$
$$\hat{\omega}_V = z(\hat{\omega})$$
Using these equations, the following set of continuous differential equations for state propagation can be written as:

\[
\begin{align*}
\dot{r} &= -\hat{\omega} \times r + v + w_r \\
\dot{v} &= -\hat{\omega} \times v + \hat{f} + q^{-1}(g) \\
\dot{q} &= -q(\hat{\omega}) \\
\dot{b_f} &= \omega_{bf} \\
\dot{b_w} &= \omega_{bw} \\
\dot{c} &= \omega_c \\
\dot{z} &= \omega_z \\
\dot{\mu}_j &= N^T(\mu_j)\hat{\omega}_V - \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} N^T(\mu_j) \frac{\dot{v} \times V}{d'(\rho_j)} + w_{\mu,j} \\
\dot{\rho}_j &= -\mu_j^T \hat{v} \times V/d'(\rho_j) + w_{\rho,j}
\end{align*}
\]

where $\times$ represents the skew symmetric matrix of a vector, term $N^T(\mu)$ is projection of a 3D vector onto the 2D tangent space around the bearing vector, $g$ is the gravity vector and $w_\star$ represent all white Gaussian noise processes.

A forward Euler integration scheme is used for the discretization of the continuous differential equations. As IMU measurements are received at a high update rate and the time between two update steps is small, IMU measurements are pre-integrated by simply calculating their mean before applied for the calculation of Jacobians.
3.4.3 State Update

Given camera intrinsic calibration parameters ($\pi$) we can compute the pixel coordinates of a bearing vector as $p_i = \pi(\mu_i)$, where $p_i$ and $\mu_i$ denote the pixel coordinates and the bearing vector of a feature $i$ respectively. As mentioned, before using the IMU measurements the bearing vectors of each feature are propagated frame to frame predicting the new pixel location of the feature in the new image. By using the predicted uncertainty of the feature we create a window centered around predicted feature location from which we sample features points. In this work we sample 3 feature points from the window based on our feature detection approach detailed in section: \ref{3.2} and extract the descriptors for matching. The difference between the pixel coordinates of the best matched feature location and the predicted feature location is used an innovation term.

When features are introduced in the filter state we check if depth measurement is available for that feature, if available we initialize the feature with depth measurement with a smaller associated uncertainty whereas for features without any depth measurement available we initialize them with a fixed depth value and a large associated uncertainty. Allowing for depth measurements to be directly integrated allows for the faster convergence of depth estimates for features without depth measurements. Similarly allowing for features without depth measurements to be integrated ensures that very good visual features are utilized even though they do not have any depth measurement. If a feature is successfully tracked over a certain time period we re-extract and update its descriptor in order to minimize the warping effects, as well as update the depth if a depth measurement is available by taking the median depth of a small patch around the feature’s current location and calculating its mean with the feature’s estimated depth at the time.
Chapter 4

Experimental Results

4.1 Sensor Setup and Calibration

For the testing of the proposed framework, an Intel Realsense ZR300 sensor was used as it provides visual, depth and inertial data in a single sensor package which is compact, lightweight and low cost. This sensor calculates depth by employing infrared (IR) stereo cameras and carries an on-board IR projector hence eliminating the need of external illumination for range measurements. Disparity calculations for depth estimation using stereo cameras are done on-board the sensor chip hence eliminating the need for host side computation of depth. The visual camera has a maximum resolution of $1920 \times 1080$ pixels with a diagonal field-of-view (FOV) of $75^\circ$ and can operate at a frame rate of 30Hz. In our localization framework images of resolution $640 \times 480$ pixels were used. The depth camera has a maximum resolution of $628 \times 468$ pixels with a diagonal field-of-view (FOV) of $70^\circ$ and operates at a frame rate of 30Hz. To get data from the sensor, a Robot Operating System (ROS) driver package was used. The default IMU data from the ROS driver is provided at an update rate
of 400Hz, however upon investigation it was found that internally the accelerometer data is sampled at 250Hz and the gyroscope data is sampled at 200Hz, hence the IMU sensor messages had repeated data or invalid data. As the driver package is open-sourced it was corrected to publish valid data at an update rate of 200Hz. For the synchronization of visual and depth images, a software synchronization is performed in our framework upon receiving images. However, IMU measurements are neither hardware nor software synced with the images in our implementation.

The intrinsic and extrinsic calibration for the visual and depth cameras are stored on-board the sensor and can be accessed via the provided ROS driver package. Although the intrinsic calibration for the visual camera was provided, for verification purposes a calibration using a checker-board pattern and ROS camera calibration package, which implements the work of [53], was performed. Both calibration results were very similar with a re-projection error of less than 0.1 pixels. The intrinsic calibrations of visual and depth cameras as well as the extrinsic calibration from depth camera frame to visual camera frame were used for the registration of depth image to visual image for pixel-to-pixel correspondence and generation of point-cloud as mentioned in section: 3.2.2.

4.1.1 IMU characterization

Although intrinsic and extrinsic calibrations are provided for the cameras, no noise or bias parameters for the IMU or the IMU-Camera extrinsics are provided, which are essential for the functioning of our framework. For IMU the noise is modeled as Additive White Noise or Noise Density whereas bias can be modeled as Random Walk. These parameters can be usually found in the manufacturers provided data sheet but as Intel neither provides this data sheet nor the model or manufacturer
information of the IMU sensor we have to identify them ourselves. There are many parametric and non-parametric methods available for determining IMU model parameters. Determining them using Allan Standard Deviation plots is the most common approach as listed in the IEEE standard [54]. An IMU data set in stationary conditions in a minimal vibration environment was recorded. Allan variance is computed by calculating the variance by taking M-samples at a time from the data set. These M-samples are taken according to an increasing range of pre-defined sampling times. Figures 4.1 and 4.2 show the Allan Standard Deviation plots for the accelerometer and gyroscope data respectively.

![Figure 4.1: Allan Standard Deviation plots for X,Y and Z axis of the accelerometer.](image1)

![Figure 4.2: Allan Standard Deviation plots for X,Y and Z axis of the gyroscope.](image2)

The Noise Density can be directly calculated from the plot by looking up the value at a sampling time of 1 second \( (\tau = 1 \text{ sec}) \) whereas for Random Walk calculation we need to fit a line \( y = 0.5x + c \) to the curve and find where it intersects with axis at sampling time of 3 second \( (\tau = 3 \text{ sec}) \). The calculated IMU parameters are given in
Table: 4.1 and 4.2

<table>
<thead>
<tr>
<th>Accelerometer</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise Density (\frac{m}{s^2} \frac{1}{\sqrt{Hz}})</td>
<td></td>
</tr>
<tr>
<td>X-axis</td>
<td>1.406e−03</td>
</tr>
<tr>
<td>Y-axis</td>
<td>8.624e−03</td>
</tr>
<tr>
<td>Z-axis</td>
<td>1.115e−03</td>
</tr>
<tr>
<td>Random Walk (\frac{m}{s^3} \frac{1}{\sqrt{Hz}})</td>
<td></td>
</tr>
<tr>
<td>X-axis</td>
<td>8e−05</td>
</tr>
<tr>
<td>Y-axis</td>
<td>4e−04</td>
</tr>
<tr>
<td>Z-axis</td>
<td>4e−05</td>
</tr>
</tbody>
</table>

Table 4.1: Noise and Bias parameters for the accelerometers

<table>
<thead>
<tr>
<th>Gyroscope</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise Density (\frac{rad}{s} \frac{1}{\sqrt{Hz}})</td>
<td></td>
</tr>
<tr>
<td>X-axis</td>
<td>9.508e−05</td>
</tr>
<tr>
<td>Y-axis</td>
<td>1.544e−04</td>
</tr>
<tr>
<td>Z-axis</td>
<td>8.529e−05</td>
</tr>
<tr>
<td>Random Walk (\frac{rad}{s^2} \frac{1}{\sqrt{Hz}})</td>
<td></td>
</tr>
<tr>
<td>X-axis</td>
<td>3e−06</td>
</tr>
<tr>
<td>Y-axis</td>
<td>1e−05</td>
</tr>
<tr>
<td>Z-axis</td>
<td>4e−06</td>
</tr>
</tbody>
</table>

Table 4.2: Noise and Bias parameters for the gyroscopes.

4.1.2 Camera-IMU Extrinsic Calibration

Given the calculated IMU parameters an extrinsic calibration to identify the transformation from camera coordinate frame to IMU coordinate frame was performed using the work of [55] via their open-source package available at [56]. Although sensor manufacturing process can change the extrinsic calibration between IMU-Camera and calibration should be performed for every sensor individually we provide our result for reference purposes. The extrinsic calibration matrix \[
\begin{bmatrix}
R & T \\
0 & 1
\end{bmatrix}
\] from the visual
camera coordinate frame to the IMU coordinate frame is given below:

\[
\begin{bmatrix}
-0.00531084 & -0.00010303 & 0.99998589 & 0.02669322 \\
-0.99982049 & -0.01818722 & -0.00531184 & -0.09188259 \\
0.01818751 & -0.99983459 & -0.00000642 & 0.01360754 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

### 4.2 Handheld Localization Test

To evaluate localization performance of our proposed algorithm we compared it in indoor light conditions against ground truth, provided by a VICON system and a visual-inertial framework ROVIO \[23\]. The purpose of this test was to validate the accuracy of localization and compare performance against a visual-inertial framework for the selected sensor. A trajectory along a 20\text{m} long rectangular path with 90° turns was followed. Figure: 4.3 shows a top-down plot of the path followed. It can be noted that although the shape of the path followed by our proposed framework and ROVIO is correct, both approaches are prone to scaling issues. In monocular setup ROVIO relies on accuracy of IMU for the estimation of gravity vector to correctly estimate feature depths. In our proposed framework, unless features are far away, we initialize them with direct depth estimates which can lead to a better estimation of scale. Comparison with a state-of-the-art visual-inertial odometry estimation framework also highlights the effects and limitations imposed by sensor quality on the estimation process. Naturally, besides the algorithmic and methodological improvements, better results can be derived if advanced sensors are used.
Figure 4.3: In a hand-held test we followed a rectangular path in indoor lighting conditions. Plot shows a top-down view of the path followed and compares our proposed approach against ROVIO and ground-truth provided by VICON.

Similarly, Figure: 4.4 shows localization comparison along each individual axis with Figure: 4.5 showing absolute error along each axis when compared to Vicon system. Along X and Y axes both approaches follow the ground-truth trajectory but in Z-axis we can see a drift which can be caused by the low-excitation of IMU along that axis. We calculate the Mean Squared Error and Root Mean Squared Error for each axis for the followed trajectory in Table: 4.3.
Figure 4.4: Comparison of our proposed approach against ROVIO and VICON system along each axis.
Figure 4.5: Absolute localization error plots showing comparison of our proposed approach and ROVIO with respect to VICON system along each axis.

<table>
<thead>
<tr>
<th>Localization Error RMSE (meters)</th>
<th>PROPOSED</th>
<th>ROVIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-axis</td>
<td>0.2854</td>
<td>0.4965</td>
</tr>
<tr>
<td>Y-axis</td>
<td>0.1985</td>
<td>0.2740</td>
</tr>
<tr>
<td>Z-axis</td>
<td>0.3211</td>
<td>0.3647</td>
</tr>
</tbody>
</table>

Table 4.3: RMSE Localization errors with respect to VICON ground-truth during hand-held tests

4.3 On-board Robot Localization Test

To evaluate real-time performance on a robot, the proposed framework was deployed on a custom build hexa-rotor platform. Figure: 4.6 shows the robot fitted
with the ZR300 sensor facing forward. The robot is equipped with an Intel NUC Core-i7-5557U, for high level processing tasks and a pixhawk autopilot for attitude and position control of the robot. For the control of the robot a linear Model Predictive Controller (MPC) is utilized. The robot was tasked to fly autonomously a predefined trajectory utilizing odometry generated from our framework. The position of the robot was tracked using Vicon system for comparison purposes.

Figure 4.6: A custom built hexa-rotor platform was fitted with the ZR300 sensor and was used to evaluate the performance of the odometry framework. Odometry estimates were used in a Model-Predictive-Controller (MPC) to fly the robot autonomously on a predefined trajectory.
Figure 4.7: Plots show position along each axis as robot followed the predefined path autonomously. Position estimates are compared to ground truth provided by a Vicon system.

<table>
<thead>
<tr>
<th>Localization Error RMSE (meters)</th>
<th>PROPOSED</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-axis</td>
<td>1.0234</td>
</tr>
<tr>
<td>Y-axis</td>
<td>0.3217</td>
</tr>
<tr>
<td>Z-axis</td>
<td>0.0856</td>
</tr>
</tbody>
</table>

Table 4.4: RMSE Localization errors with respect to VICON ground-truth during autonomous robot flight

4.4 Mapping Test

For testing the performance of our algorithm in visually-degraded conditions we mapped a room with lights turned off. Mapping was performed by annotating registered point-clouds with pose estimates obtained from our algorithm. No pose re-
finement, such as using Iterative Closest Point (ICP) to stitch point-clouds together, was applied on the map as we are interested in pose estimation performance of our algorithm in visually degraded conditions. Figure: 4.8 shows a top-down view of the created map using registered RGB point-clouds arranged according to pose estimates (shown in blue color).

![Figure 4.8: A top-down view of the 3D map created in visually degraded conditions using pose estimates (colored blue) generated by our proposed algorithm and RGB colored pointclouds. It can be observed that in such dark conditions the built map is consistent.](image)

The same map but colored according to height values is shown in Figure: 4.9 and provides a better understanding of the objects placed in the room and the performance of the proposed approach. In the RGB colored map it can be seen that the top and bottom right corners have very low illumination and as a result neither our proposed algorithm or the previously compared visual-inertial framework ROVIO [23] could not extract any visual features. However, as seen in the height colored map these
dark corners have some chairs and boxes placed in them which provide geometric information that is utilized during the creation of our multi-modal features enabling us to perform mapping in such visually degraded conditions.

Figure 4.9: A top-down view of the 3D map created in visually degraded conditions using our proposed algorithm. The map is colored according to height values.

Figure: 4.10 and 4.11 show the maps of the top and bottom right corners of the room from another perspective to provide a better understanding of the operating visual conditions and the consistency of the created map.
Figure 4.10: Front view of the RGB and height colored map of the top right corner of the room.
Figure 4.11: Front view of the RGB and height colored map of the bottom right corner of the room.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis we presented an odometry estimation framework for localization and mapping applications in visually degraded environments with low-illumination and in texture-less conditions. Different from other works, our proposed approach fuses visual and depth information at the feature level enabling odometry estimation in low illumination and texture less environments. Multi-modal information is utilized during the feature generation and descriptor extraction level and is further fused with inertial information in an extended Kalman filter framework. Fusion with inertial information provides a motion prior and helps to reduce the search space for feature matching. This allows us to track features as part of our filter state and enables joint uncertainty estimation of pose and features while remaining computationally tractable. Localization performance was demonstrated by comparing the odometry estimates of our proposed approach to another visual-inertial framework and external ground truth provided by Vicon system. Operation in visually degraded conditions
was demonstrated by performing mapping of a room at night with the lights turned off.

5.2 Future Work

Future work may include reformulation of the filter to incorporate depth measurements as an innovation term in the update step. Currently, direct depth measurements are either incorporated in the filter when a new feature is added or if a feature is tracked over a period of time its depth estimate is updated without directly effecting the filter as measurement.

Comparison with current state of the art visual-inertial odometry framework revealed the impact and importance the sensing quality has on the odometry estimation process. In our tests we saw improper scaling of translation estimates and drift along Z-axis which can be primarily attributed to improper inertial measurements. In future we plan to use an external IMU to improve performance as well as introduce synchronization between between inertial measurements and images (visual and depth).

Better descriptor generation is also a potential area of improvement for future work. Currently, our descriptor simply combines information from both domains using an OR operation. This can make the descriptor noisy and less robust if information coming from one sensing modality is degraded. In our work we improved the visual part of the descriptor to be less prone to noise in low illumination conditions. In future we plan to work on the depth part of the descriptor to make it more information rich and repeatable.
A long term goal would be to introduce a long and short term loop closure back-end to improve odometry and mapping consistency.
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