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ABSTRACT

With the emerging reliance of critical communications on ad hoc architectures, en-

suring the security of such networks is paramount. Even though the independence

of ad hoc networks from a single point of failure is seen as an advantage, the dis-

tributed nature of ad hoc communications introduces a variety of complex security

problems. These problems are further intensified in mission critical networks deployed

in hostile environments such as modern battlefields, where analysis and disruption of

opponents’ wireless communications is an essential component of combat. Therefore,

resilience of network connectivity to disruption and concealment of communications

is a priority in design of critical ad hoc networks. To this end, various techniques have

been proposed for mitigation of disruptive attacks, the majority of which focus on

routing and upper layers of the protocol stack, while very few consider implementing

mitigation in the physical and link layers.

This thesis aims at demonstrating the vulnerability of covert ad hoc networks to

adaptive jamming attacks that rely only on physical layer parameters. A novel trans-

mission timing analysis technique is proposed to estimate the existence of hop-to-hop

links based on the synchronicity of transmission timings in both time and frequency

domains, complemented with a minimal thresholding method for classification of link

estimations. Furthermore, this work proposes a computationally efficient method for

identification of the most vulnerable region of the network via graph theoretical mod-

eling. The computational cost of this method is further reduced by employment of a

fast search space generation algorithm, as well as percolation modeling of the system.

Both methods are shown to increase the efficiency of adaptive jamming when no a

priori information about the topology or protocols of the network is available. Perfor-

mance of the proposed methods is measured through graph theoretical and network

simulations.
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“The supreme art of war is to subdue the

enemy without fighting.”

THE ART OF WAR - SUN TZU
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Chapter 1

Introduction

The emergence of ad hoc networks in mission critical applications is following a grow-

ing trend. Elimination of the need for a central communications infrastructure appeals

to many scenarios as it allows seamless and quick deployment of networks, which is an

essential requirement of many military communication networks. This advantage has

given rise to a surge in development and deployment of critical civilian and tactical

ad hoc networks: Wireless sensor networks operating in ad hoc mode are envisioned

to be widely deployed in battlefields of the future [28], mobile communications are

rapidly evolving towards technologies that no longer require a central relay and con-

troller [9], and the emergence of swarms of UAVs for transportation, surveillance

and combat applications cannot be imagined without mobile ad hoc networking to

facilitate inter-UAV communications and formation control [3].

With this upcoming reliance of critical communications on ad hoc architectures,

ensuring the security of such networks is paramount. Even though the independence

of ad hoc networks from a single point of failure is seen as an advantage in the
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context of security, the distributed nature of ad hoc protocols introduces a variety

of complex security problems specific to this type of networks [10]. The problem

is further intensified in mission critical networks deployed in hostile environment

such as modern battlefields, where analysis and disruption of opponents’ wireless

communications is an essential component of combat. Therefore, resilience of network

connectivity to disruption and concealment of communications is a priority in design

of critical ad hoc networks. To this end, various techniques have been proposed for

mitigation of jamming in ad hoc networks, such as jamming-resistant routing [11]

and deployment of decoy nodes [7]. While a great number of mitigation techniques

focus on routing and upper layers of the network, very few consider implementing

mitigation in the physical and link layers [6].

To demonstrate the necessity of physical and MAC layer defense techniques, this

thesis presents a feasible adaptive attack framework for efficient jamming of multihop

ad hoc networks operating. The proposed attack is aimed for covert networks whose

communications are completely encrypted and therefore no information about their

topology and protocols is available. To overcome this obstacle, a novel traffic anal-

ysis technique is proposed that estimates the existence of hop-to-hop links based on

synchrony of transmission timings in time and frequency domains. Also, we present

a study on the suitability of various adaptive thresholding techniques for labeling

the estimated links, concluded with the proposal of an efficient and minimal metric.

Equipped with this tool for estimation of ad hoc network topologies, an adaptive

jammer can increase the impact of its attack by adjusting its transmission and tar-

geting parameters according to the inferred topology. We then investigate further

enhancement of such attacks by limiting the effective jamming area to a subset of the

target network. To determine the criteria for feasibility of such attacks on critical

networks with encrypted transmissions, we look into the problem of identifying the
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most vulnerable region of a multiphop communications network from its topological

properties. Considering the energy and time limitations on practical implementa-

tions of this attack, we propose a computationally feasible method of estimating the

maximally vulnerable point based on graph theoretical modeling and the continuum

percolation theory. Our proposed framework is solely based on physical and lower

MAC layer observations of ad hoc networks, thus illustrating the insufficiency of

upper-layer countermeasures in mission-critical applications.

The remainder of this thesis is organized as follows: Chapter 2 presents the target

and attacker models and formulates the problem. Chapter 3 describes the traffic anal-

ysis technique, followed in by the details of vulnerable region identification method in

Chapter 4. Evaluation of the effectiveness and efficiency of the proposed framework

is presented in Chapter 5, and Chapter 6 concludes the thesis with suggestions on

future areas of work.
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Chapter 2

Problem Statement

The aim of this work is to investigate the vulnerability of ad hoc networks to smart and

adaptive jamming attacks that solely rely on physical layer activities of the target. In

essence, a jamming attack is intentional disruption of communications by introduction

of interference to the target’s received signals. This is usually achieved by transmission

of high powered signals on the same frequency channel as the receiver’s. Transmission

of jamming signal can be constant and continuous for the duration of the attack, which

is costly in terms of energy consumption and can be easily detected and mitigated.

Alternatively, the jammer may attack discontinuously by transmitting at random

moments or selectively choosing the transmission times based on certain criteria, such

as the state of the target. This state may be dynamic due to defensive mechanisms

such as jamming recovery and self-healing techniques, therefore a sustained attack on

this category of networks requires the attacker to be reactive towards changes in the

target. Such attacks are known as Adaptive Jamming, defined as disruptive attacks

whose parameters such as transmit power and transmission timings are adjusted

according to the observable state of the target to maximize the impact of disruption.
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Adaptive jamming may be continuous or discontinuous, and requires a mechanism for

monitoring the target’s condition. The flexibility of this attack and its adaptive nature

forces the targets to employ more sophisticated detection and mitigation techniques,

many of which are developed for upper layers of the network [24]. To demonstrate

the inadequacy of such mitigation approaches, this work considers the case of a covert

network targeted by an adaptive jammer, the descriptions and assumptions of which

are detailed in this chapter.

2.1 Target Model

To analyze the most stringent conditions in ad hoc networks, the case of a typical

covert network such as a tactical communications setup is considered. This network

is consisted of N homogeneous nodes communicating in parallel over an ad hoc, mul-

tihop configuration. The nodes are assumed to be static relative to each other during

each attack cycle, which can represent fixed position networks such as sensor nodes

deployed for Intelligence, Surveillance and Reconnaissance (ISR) purposes, mobile

meshes moving in formation such as Tactical Mobile and Flying Ad hoc Networks

(MANETs and FANETs), and dynamic configurations with slow rates of change (e.g.

Obstacle Avoidance). The independent and dynamic nature of such ad hoc networks

in terms of topology and geometry, combined with the requirement of maintaining

connectivity is shown to be suitably captured by the Poisson-Boolean model [34].

Accordingly, the distribution of target nodes in 2D space is considered to follow the

Poisson Boolean model G(λ, r), where λ is the density of nodes in the operation re-

gion of the network and r is the maximum range of communications for all nodes. In

this model, the probability that there are k nodes in an area A is given by equation

(2.1):
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p(NA = k) = e−λA
(λA)k
k! (2.1)

As is the case with the majority of current ad hoc technologies, the transmission

mode of the network is considered to be omnidirectional. Due to the potential em-

ployment of privacy and security mechanisms by the network, length and duration

of packets may change in the multihop forwarding process. It is also assumed that

every layer of this network’s transmissions are encrypted.

2.2 Attack Model

In line with the assumptions presented for the target, the jammer must be capable of

targeting both static and mobile ad hoc networks. Radio jamming attacks are success-

ful only when the target is in the effective range of jamming, therefore it is essential

for the attack platform to be mobile so that it can track the target network while it is

moving. Also, to capture performance of this attack in terms of practical feasibility,

the attack model is limited to deployment of a single attacker. Consequently, the

platform of this attack is considered to be a single aerial frame, capable of tracking

mobile targets and controlling its altitude. The jamming interface is equipped with

a beam-scanning antenna, allowing the jammer to adjust its point of attack and dy-

namically shift the jamming region over the target area. Figure 2.1 illustrates the

attack scenario, in which the jammer is only targeting a sub-region of the network.

As a practical perspective, it is assumed that the beam-width of the jamming antenna

is fixed. The area of jamming region (depicted by the circle of diameter 2rjammer)

may be varied by changing the attack altitude h, but due to propagation loss and

operational limits of the airframe, the changes of altitude may be limited. In cases
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𝒉

Target Network

Jammer

Figure 2.1: Attack Model

where the target is distributed over an area larger than the coverage bounds of the

beam, the effect of jamming is limited to a subset of nodes.

The jammer is considered to have no a priori information about the target, mean-

ing that it is not aware of its communication protocols, content of transmissions,

physical layer links, flows and routes. The only features of target’s communications

that can be observed by the attacker are timing and location of individual transmis-

sions, duration of each transmission and their frequency channels. It is also asumed

that the jammer has real-time knowledge of the values of the observable parameters

for the entire network. In practice, this may be achieved by addition of a sensing in-

terface equipped with 2-D scanning antenna arrays and accurate Direction of Arrival

(DoA) estimators such as MUSIC [29].

The attack problem hence becomes two-fold: First, the attacker must estimate

the target’s topology by inferring the existence of hop-to-hop (i.e. direct physical)

links from the observed information. This type of passive inference is referred to as
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Traffic Analysis. Then, as the jamming region is limited, it must identify the most

vulnerable region of the target to attack. Vulnerability of a region depends on the

type of disruption that the attacker desires to inflict on the target. Disruption can be

incursion of maximum drop in the total connectivity of the target, or slowing the flows

with larger data content (e.g. ISR information), or other case-specific definitions. It

is also assumed that the attacker may have to perform its operation for a prolonged

duration, therefore energy efficiency of the attack is one of the requirements. The

following chapters provide details of our proposed solutions to both problems.
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Chapter 3

Traffic Analysis

3.1 Formulation

Multihop ad hoc networks are based on the concept of peer transmission, in which one

or more neighbors of a source node relay the original transmission to their neighbors

until it reaches the intended destination. In such cases, it can be hypothesized that if

a node A repeatedly transmits a short time after the transmission of a close-by node

B, it is likely that A is relaying the transmission of B and hence a link exists between

the two. This hypothesis initially proposes that the future state of the network does

not follow a memoryless process such as stationary Markov process, in the sense that

it may be dependent of the previous states, meaning that if St = {s1,t, s2,t, . . . , sN,t}

denotes the transmission state of the network at time t, where s(i, t) ∈ {0, 1} indicates

whether node i is transmitting or not, then St + 1 = f(St, St−1), . . . , S0). This corol-

lary conforms with the definition of multihop communications, which states that a

signal transmission by a source node causes retransmissions by relays until the signal
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reaches its destination. Furthermore, the hypothesis claims that there is a correlation

between the time when a source transmits a signal, and the transmission time of the

corresponding relay node. The strength of such correlations in multihop networks

have been extensively studied in the context of investigating queuing delays [35] [8],

providing both analytical and experimental models for different MAC schemes (i.e.

CSMA/CS, TDMA, ALOHA), topologies, and traffic conditions. The results emerg-

ing from such studies demonstrate the existence of correlations between the source

transmission/arrival time of a signal to a relay node and the departure time from that

node, with MAC and other studied parameters only affecting the degree of correlation.

Several aspects of this hypothesis need further emphasis: Firstly, the transmissions

of A is not necessarily always relays of B; node A may also transmit its own data,

or relay some other node’s transmission. Hence, the word “repeatedly” is used as

opposed to “consistently”. Second, this hypothesis does not define a hard limit for

the time delay between two transmissions to estimate the likelihood of a source-relay

relationship. This parameter is not only dependent on the network, but may be time-

variant, meaning that the relay transmissions do not necessarily occur at fixed times

t0 + ∆t as δt may vary for different observations. And lastly, the hypothesis only

considers the timings of transmissions and not their length, duration or content. In

cases such as networks that implement pairwise private key encryption, the length of

a relay transmission may be different from the original transmission and hence cannot

be a reliable measure of similarity between the two transmissions. Therefore, a link

estimation technique developed upon this hypothesis must satisfy its assumptions and

consequences by considering the following specifications:

i) The estimation must only consider the timing of transmissions and not their

content-related parameters such as length, duration, modulation and bit se-
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quence.

ii) The likelihood of a relay relationship between a pair of nodes (i, j) must be a

decaying function of rij = distance(i, j), i.e. the farther the two nodes are,

the likelihood of them being in a source-relay relationship is lessened. This is

consistent with the multihop model, in which the propagation loss forces a node

to utilize a nearby node as intermediary to reach its distant destination.

iii) The estimator must be inversely related to ∆tij, the time difference between

transmissions of i and j. In other words, if the delay between two transmissions

is longer, it should be less likely that the two form a source-relay pair.

iv) If during the observation period of duration Tobs, transmissions of node i repeat-

edly follows the transmissions of node j, the likelihood of (i, j) being a source-

relay relationship must increase.

3.2 Synchrony Score for Timing Analysis

This problem can be translated into measuring the synchrony between transmissions

of two nodes i and j. A broad definition of synchrony is the mutual entrainment of

rhythms of oscillators by their weak interactions [25]. Quantitatively, synchrony mea-

sures the degree of interaction between two or more agents, in terms of their influence

on each other’s actions and causality. In neuroscience and behavioral psychology,

the similar definitions of synchrony are used as measures of the relationship between

entities, such as determination of neural regions of the brain that are activated as

a result of the same external stimulant [18], or estimation of the level of imitation

that occurs between an adult performing a task and a child observing that task [12].

Various metrics of synchrony have been utilized in relevant literature of neuroscience
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and psychology, a thorough survey of each is presented in [17]. In the present work,

we considered two of such metrics due to their relevance and applicability to the

problem at hand. The chosen metrics are Pearson’s product-moment correlati on

coefficients, and cross-spectral coherence. Pearson’s correlation coefficients, or sim-

ply correlation coefficients, defined by equation (3.1) measure the linear correlation

between two dataset, resulting in a value in the range [1,-1], where 1 denotes total

positive correlation, 0 is no correlation and -1 is total negative correlation. In the

case of samples taken over time, correlation coefficients are considered a time-domain

metric of correlation between two samples.

Rxy = cov(x, y)
σxσy

(3.1)

cov(x, y) : Covariance of x and y

σx : Standard deviation of x

Coherence (3.2), on the other hand, is a spectral metric of relationship between two

signals. This metric not only characterizes the relationship of two signals, but under

certain conditions can estimate the causality between them as well. The conditions

for this estimation to be accurate are two-fold: the measured signals must be ergodic,

and the system function must be linear. Previous work on traffic analysis of wireless

networks by Partridge et al. [23] have shown the validity of these conditions for

multihop wireless transmissions for approximate results. One may pose the idea that

since correlation coefficients and coherence both provide a measure of similarity, while

coherence is additionally capable of estimating causality, then coherence alone could

be chosen as the more applicable metric. But a study on accuracy of correlation

and coherence on sampled timing signals [15] shows that the accuracy of these two

metrics varies differently under different noise conditions, differences in amplitude,

time difference and changes in phase. Hence, in this work, we consider both coherence

and correlation with the aim of reducing the estimation error of one metric via the
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better accuracy of the other.

Cxy(f) = | Gxy(f) |2
Gxx(f)Gyy(f) (3.2)

Gxy(f) : Cross spectral density of x and y

Gxx(f) : Autospectral density of x

As noted in Chapter 2, only the timing of individual transmissions are to be

considered, since duration, power and other parameters are not consistent measures of

synchrony. Therefore, at any given time, a node is considered to be either transmitting

or idle, i.e. transmission states can be represented as a boolean value of 1 or 0.

Consequently, the observed transmission timings of each node can be represented

with a binary sequence {b1, b2, . . . , bi} where bn ∈ {0, 1} is the state of the node in the

nth observation. This representation requires encoding of the observed data in the

following fashion: LetD = {D1, D2, . . . , DN} be the set of observation datasets, where

Di = {di(t), di(δt), . . . , di((n−1)δt)} is the observed dataset of node i. di((n−1)δt) is

the observed transmission information of node i which has been uniformly sampled at

intervals of δ seconds. The encoded dataset ofDi is ãĂŰD′i = {d′i(t), d′i(δt), . . . , d′i((k−

1)δt)} where d′i((n−1)δt) ∈ {0, 1} is the transmission state of node i, with 1 denoting

transmission and 0 is idle. Accordingly, we propose the following Synchrony Score

metric as a measure of the synchrony between two nodes i and j (i 6= j). The

synchrony score is an undirected metric (i.e. Sij = Sji) and is defined as:

Sij =
Cij+|Rij |

2
r2
ij

(3.3)

Where Cij is the coherence function and | Rij | is applied in the form magnitude of

correlation coefficient to remove the directionality. As is the case in wireless propaga-

tion loss, Sij is also inversely proportional to the square of the distance between the

two nodes r2
ij to take into account the fact that far away nodes are less likely to be
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directly connected to each other. The output of this process is a conversation matrix

S, whose entries are Sij for every i 6= j, and 0 otherwise.
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To demonstrate the accuracy of the proposed synchrony score, results of a test

case is selected from the simulation analysis of this method presented in Chapter

5. Figures(3.1 - 3.4) compare the performance of the considered metrics (coherence,

correlation, average of these two and the proposed synchrony score) for arbitrarily
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indexed pairs of nodes in a test case of 10 ad hoc nodes geometrically distributed ac-

cording to the Poisson-Boolean model (equation (1)), where blue bars represent linked

pairs and red bars are disconnected pairs. Observing the performance of coherence

in Figure 3.1, it can be seen that the difference between values of unlinked and linked

pairs of this test case is not distinctly distinguishable, and hence the estimation of

linked pairs from coherence may not follow a straight-forward and general approach.

In Figure 3.2, the value of correlation for most disconnected pairs is higher than that

of the linked ones, and the values of both are not widely spread, therefore in this case
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also the metric fails to provide a quick and simple measure for estimation of linked

pairs. The effect of expected mutual error cancellation of coherence and correlation

when averaged is depicted in Figure 3.3, where although the variation of values for

both groups seems to be less than the preceding case, the difference between cate-

gories is not yet sufficiently distinct for a fast classification of the pairs. Figure 3.4

on the other hand, demonstrates a distinguishable difference between the synchrony

scores of linked and unlinked pairs when the inversed euclidean distance of nodes is

factored in the statistical properties of observations.

3.3 Thresholding

Another noteworthy observation in Figure 3.4 is that the majority of the linked pairs

have distinctly higher synchrony score values compared to the disconnected pairs,

hinting at the possibility that a simple and computationally efficient statistical metric

may be applied as a threshold for accurate classification of the scored pairs. In the

context of this investigation, threshold is generically defined as:

T (G{V,E}) s.t.


Sij ≥ T (G{V,E}) if P (x) ≥ P0

Sij < T (G{V,E}) if P (x) < P0

(3.4)

Where the threshold T (G{V,E}) is a function of the network topology G{V,E} such

that the probability of an event x is more than a set value p if the synchrony score

Sij of the pair is greater than the threshold. A relevant example of the event x is

x = {i, j} ∈ E, i.e. the pair of nodes i and j being linked. Selection of the value

p is dependant on the application of the threshold. For a general investigation into

statistical properties of synchrony score, we let p = 0.5 to measure how the chosen

thresholds distinguish our proposed method from classification by pure chance. Aim-
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ing for a computationally fast method for determining the threshold, we investigated

the Mean, Standard Deviation and Median of the synchrony scores as potential can-

didates for a global threshold. Also, the applicability of a local adaptive thresholding

technique similar to Niblack’s image intensitiny thresholding method [21] is studied.

In this technique, the local threshold value T (x, y) of each synchrony score Sij is

determined according to:

T (i, j) = mw×w(i, j) (3.5)

Where mw×w(i, j) is the local mean of all synchrony scores in a window of size w×w

scores centered on Si,j. The performance of each metric is compared and presented

in Chapter 5.



18

Chapter 4

Identification of Most Vulnerable

Point (MVP)

With an estimation of target’s topology at hand, the jammer may increase the im-

pact of its attack by identifying the Most Vulnerable Point (MVP) of the network

to jamming. The vulnerability of this region is determined by the level of impact

that its disruption will incur on the network as a whole. The problem of MVP iden-

tification has analogs in fields such as neuroscience, criminology and epidemiology,

where measuring the vulnerability of individual nodes in a network has been stud-

ied through graph theoretical modeling. Neuroscientific studies focus on finding the

effect of diseases disrupting certain regions of the brain on the overall functional-

ity of the nervous system [27], while network-based studies in epidemiology consider

the problem of identifying nodes whose removal from the network (i.e. population)

would maximally slow the propagation of epidemics [13]. In the context of criminol-

ogy, modeling a group of criminals as a network allows law enforcement entities to
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identify those nodes whose arrest would cause maximum disruption to the criminal

activities of the group [22]. Resemblance of such problems to the one presented in

this chapter motivates the adoption of a similar approach for MVP identification.

This chapter studies the problem of topological vulnerabilities and proposes a

computationally fast method of identifying the Most Vulnerable Point (MVP) to

jamming attacks through graph theoretical modeling and analysis of target networks.

4.1 Formulation

The problem of identifying the set of nodes in a multihop network whose removal

leads to maximum disruption is analogous to the graph theoretical Critical Node

Problem (CNP). Let G = (V,E) be an undirected and unweighted graph consisted

of the set of vertices V and set of edges E. Nodes i, j ∈ V are pairwise connected

if there exists a path between i and j. The Critical Node Problem aims to select

a subset Q ⊆ V, ‖Q| ≤ k to be removed in order to minimize connectivity in the

residual subgraph G(V \ Q). Vertices of Q are hence known as critical nodes. The

formal definition of CNP is given by:

Definition 4.1.1. Critical Node Problem (CNP):

INPUT: Undirected graph G = (V,E) , int k

OUTPUT: A = argmin
∑
i,j∈(V \Q) uij(G(V \Q)) : |Q| ≤ k

Where:

uij =


1, if ij ∈ edgeset of G(V \Q)

0, otherwise

It is well-known that the decision problem for existence of such a set of size k is
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NP-complete [1]. Also, [2] provides the following proof for NP-hardness of CNP:

Theorem 1. Finding the set of nodes of maximum size k whose removal minimizes

pairwise connectivity in graph G(V,E) is NP-hard.

Proof. By removing each set of k vertices from G, the number of connected pairs can

be calculated using DFS or BFS in polynomial time, therefore the problem is in NP.

NP-hardness of CNP can by reduction from the Vertex Cover problem: Given a graph

G = (V,E) where |V | = n, is there a vertex cover of size at most k? Through forward

reasoning, it emerges that if there is a vertex cover of size k, then the deletion of

those k nodes leads to total disconnection of the network. Vice versa, if the removal

of k nodes disconnects all pairwise connections, then there is no edges left, and thus

there exists a vertex cover of size k.

The MVP problem investigated in this chapter is in essence the same as CNP,

with an extra constraint. As depicted in Figure 2.1, the effective impact area of the

jammer is limited to a circular region Ajam of radius rjam, which is the base of a

cone whose lateral height h is the relative altitude of the attacker with respect to the

target. The maximum value of h is bounded by practical conditions, one of which is

the maximum operational altitude of the jamming platform, beyond which it cannot

fly. Also, the further the attacker is from the target network, the more power it must

transmit to affect the target, which is not desirable in terms of energy efficiency.

Therefore, depending on the spatial distribution of target nodes, the attacker may

only be capable of jamming a limited group of nodes that fall within the jamming

region A. Considering this constraint, the attacker must be equipped with a fast

mechanism to identify the group of nodes that are within a bounded area of size
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A whose jamming causes maximum disruption in the entire network. Definition of

disruption in this context is dependent on the aim of the mission and a real-time cost-

benefit analysis. Ideally, the objective of the attack is to cause maximum connectivity

drop in the network so that none of or fewer nodes can communicate with each other.

But if this cannot be feasibly achieved (e.g. when attacking none of the jamming

regions in the network can inflict sufficient drop in connectivity), the aim of attack

can be changed to minimizing the throughput of flows in the network by maximizing

congestion. Hence, the mechanism responsible for identifying the point of attack shall

take all of these definitions into account.

The conversation matrix S calculated in the traffic analysis phase is an estimate of

the target network’s topology. This topology can be mapped to a weighted, undirected

and connected graph G := (V,E), where V is the set of vertices representing N nodes

and E is the set of edges corresponding to links in the network. Weight of each edge

is the same as its corresponding link’s conversation likelihood value. Therefore, the

adjacency matrix of G is the same as the conversation matrix S. Alternatively, it can

be mapped to a graph Gthresh : (V,E), where Gthresh is an unweighted undirectional

graph generated by an adjacency matrix obtained by thresholding the conversation

matrix.

Based on this mapping, identification of MVP can be translated into the graph

theoretical problem of determining the most vulnerable region in the graph G. Equa-

tion (4.1) represents this problem as an optimization problem.

max(f(L)), L ⊂ V,A(L) = 1 (4.1)

Where L is a subset of vertices V , and A(L), defined by equation 4.2 is a function
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that determines whether all of the members of L can fit in a circle of radius rjam.

A(L) =


1, ∀i, j ∈ L : distance(i, j) < 2× r

0, otherwise
(4.2)

The function f(L) is the measure of disruption inflicted on the graph G(V,E) by

removing L from G. Depending on the aim of attack and definition of disruption,

f(L) can take various definitions, including the following:

i) Connectivity Drop: In this work, connectivity of a graph is defined as the total

number of pairs of vertices in that graph which can reach each other through

a path consisting of edges in the graph. In a completely connected undirected

graph of N vertices, the connectivity is N∗(N−1)/2. Consequently, Connectivity

Drop fconn(L) is defined as the difference of connectivity values between the

original graph and the graph whose subset L of nodes is removed. A more

computationally expensive Note that this definition is different from the formal

graph connectivity, defined as the size of a minimal vertex or edge cut.

ii) Global Efficiency: The efficiency of a network is a measure of how efficiently

it exchanges information. Equations (4.3) and (4.4) define global efficiency as

the average efficiency E(G) normalized by the efficiency of the ideal graph (a

completely connected graph with the same number of nodes). It is proposed by

Latora and Marchiori [19] as a method of quantifying small world behavior [26]

in networks, but can also be used as a replacement for Average Path Length,

defined as the average of lengths of all shortest paths in the network, which

itself is a measure of efficiency in information exchange. Both of these metrics

are measures of path lengths in networks, but average path length measures the

efficiency in a network which has only one packet flowing at any given time, while
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Algorithm 1: Generation of Search Space
input : Set of nodes and their positions N, minimum number of nodes obtained

from percolation threshold Nmin

output: SearchSpace
1 SearchSpace = {}

2 for n ∈ N do

3 C ← {n}

4 S ← list of all nodes whose distance to n is less than 2× rjam

5 for i ∈ S do

6 if distance of i and every element in C <= 2× rjam then add i to C;
7 end

8 if size(C) >= Nmin and C /∈ SearchSpace then add C to SearchSpace;
9 end

Global Efficiency considers networks where all the nodes are exchanging packets

in parallel. Therefore, the latter was chosen since it was more relevant to the

problem.

Eglob(g) = E(G)
E(Gideal) (4.3)

E(G) = 2
n(n− 1)

n∑
i<j∈G

1
d(i, j) (4.4)

4.2 Efficient Generation of Search Space

With the optimization problem defined, the identification mechanism must then per-

form a fast search over the entire network to identify all potential targets in the

network and compare the effects of their disruption. As time and cost efficiency are

of priority in this attack framework, generation of all such sets must be performed

in a fast, yet computationally tolerable manner. One possible approach is the brute-

force approach of Algorithm 1. The basis of this algorithm is visiting every node

and calculating its distance with every other node, and is solved in O(n2) time. An

alternative is to model this problem as a fixed-radius near neighbors set problem in
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2D space [4]: Given a set of points P on a plane and a fixed distance r > 0, find all

pairs of points p, q ∈ P such that the distance between them is less than or equal to

r. The problem encompasses the requirement of our search algorithm for generating

all clusters of nodes that fit inside the jamming area, and a grid-based solution to

which is presented that runs in time O(k) + n.T (n), where T (n) is a grid search op-

eration [4]. The algorithm finds all unique pairs of nodes which can be covered by a

circle of radius rjam, from which a minor linear search can be performed to generate

unique clusters. With the enhancement provided by this algorithm, the performance

of solving the optimization can be further improved via limiting the search space by

considering certain criteria on clusters and nodes.

4.3 Reduction of Search Space by Percolation Modeling

The size of search space can be reduced if the attacker is able to determine the

minimum number of nodes that it must attack to maximize the total disruption. This

can be achieved by applying the Continuum Percolation theory [14], which states that

if the node density of a network, denoted by λ, is larger than a critical density λ∗,

the network has a high probability of being completely connected. On the other

hand, if λ < λ∗, the network has a higher probability of being disconnected. To

find a lower bound on the number of nodes that must be jammed, the attacker can

determine the value of λ∗ for the target network. Although there is yet no analytical

method of calculating λ∗, numerical approximations have been proposed for special

cases [20]. One such case is the Triangular Lattice [31], which can be used to model

a 2D grid. The 2D topology of the target nodes can be converted to a triangular

lattice of edge length r/2, where r is the communications range of each node [16].

Sites are then defined as the flowers centered at a vertex of the lattice. Each flower
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Figure 4.1: Mapping of a 2D grid to a triangular lattice

is bounded by six circular arcs, each of which is centered at a midpoint of one of

the six edges adjacent to the vertex and have a radius of r/2. A site is occupied if

there exists a node from the target network G(λ, r) in the associated flower. If two

adjacent flowers are occupied, then the distance between the two is no more than r.

Figure 4.1 illustrates a triangular lattice with the flower denoted by the shaded area.

Percolation in triangular lattices occurs when site occupancy probability is not less

than a critical value pc, which for the case of 2D lattices is equal to 0.5 [31]. The

flower occupancy probability is calculated as:

pf = 1− e−λAf (4.5)

Where Af is the area of the flower and is approximately 0.206r. Therefore, λ∗ can be

calculated from:

0.5 = 1− e−λ×0.206r (4.6)

Thus, the minimum number of nodes in MVP cluster is determined by:

Nmin = (λ− λ∗)× 0.206r (4.7)
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4.4 Fast Metrics of Disruption

The final stage of identification is to compare the effect of disrupting each cluster and

determine the one which leads to maximum disruption. One approach to this problem

is to calculate the disruption metric (such as connectivity drop) for every cluster by

removing its nodes and associated links from the adjacency matrix. But this process

is computationally slow and is not suitable for a real-time attack. Therefore other

metrics must be sought which can act as measures of vulnerability of a cluster while

lowering the computation time. Graph theory provides a class of metrics that measure

the “importance” of nodes in a graph, namely the centrality metrics. If the attacker

considers each cluster as a single node in the graph, such metrics can be applied to

measure the influence of the cluster on the network. The definitions of centrality

metrics considered in this work are given in the following.

i) Modified Eigenvector Centrality: This metric measures the influence of a node

in the network. It assigns a relative score to the node based on the concept

that connections to high-scoring nodes contribute more to the score of the node

compared to connections to low-scoring nodes. The scoring scheme is described

by xv = 1
λ

∑
t∈M(v) xt, where xv is the score and M(v) is the set of all neighbors

of v. First, eigenvalues and eigenvectors of the adjacency matrix are calculated.

Then, one of the eigenvalues is selected based on the condition that its associated

eigenvector is comprised of positive values only. If the conditions for Perron-

Frobenius theorem [33] are satisfied, it can be shown that the chosen eigenvalue

is the largest eigenvalue of the adjacency matrix. The score is finally calculated as

the sum of corresponding values in the eigenvector for all neighbors of the node.

The score can be normalized by dividing this value over the first eigenvalue.
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This metric is especially popular in search engines and have been widely used for

similar applications [30]. But applying it to our problem gives rise to a number

of issues. Firstly, the validity of Perron’s theorem is only held for matrices

that are composed of all positive values. Since the adjacency matrix includes

zeros as entries, this condition does not hold. Furthermore, the generalization

of Perron’s for non-negative matrices by Frobenius is only valid for a irreducible

matrices [5], whereas, to the extent of our knowledge it has not been proven that

adjacency matrices of connected Poisson-Boolean graphs necessarily comply with

this condition. Therefore it is possible that an eigenvector of all positive values

does not exist for an adjacency matrix. However, in all of our simulations it

was observed that the largest eigenvalue corresponds to either a vector with all

positive values or one with all negative values. Further simulations confirmed the

hypothesis that in case of vectors with all negative values, their absolute values

act effectively as well as those with all positive values. Thus, in calculations of

eigenvector centrality we consider the largest eigenvalue associated with either a

vector of all positive or all negative values as the basis of the scoring mechanism.

A similar approached is analytically developed and presented in [32].

ii) Betweenness Centrality: This metric is the number of shortest paths in the net-

work that pass through a node.

iii) Degree Centrality: This metric corresponds to the number of links (edges) inci-

dent on a node.

iv) Number of nodes in the cluster : This metric is the fastest one in our selection,

with the assumption that attacking the cluster with the largest number of nodes

results in highest level of disruption. This assumption is further inspected in

Chapter 5. The issue with this metric is that it is not necessarily unique, as

more than one cluster may have the same number of nodes. Therefore, this
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computationally inexpensive metric can be used to further reduce the search

space for more time consuming metrics.

v) Clustering Coefficient: Local clustering coefficient of a node quantifies how close

its neighbors are to being a clique (complete graph) [14]. Clustering coefficient is

defined as the ratio of links between the vertices within its neighborhood over the

maximum number of links that could possibly exist between them. Neighborhood

is the set of all nodes that are directly connected to the node in question. In the

context of the MVP problem, higher values of clustering coefficient for clusters

indicate that their disruption is less effective on the entire network, as their highly

connected neighbors are capable of replacing the disconnected nodes.

−0.2

0

0.2

0.4

0.6

0.8

 

 
Betweenness
Number of node
Degree
Eigenvector

Figure 4.2: Spearson Correlation of metrics and Connectivity Drop

To investigate the relationship between these metrics and the optimization metrics



29

(i.e. Connectivity Drop and Global Efficiency), a jamming attack was simulated. In

every iteration of the simulated attack, unique clusters of nodes coverable by the fixed

circular area of jamming were selected by turn, and their edges were disconnected

from the rest of network to observe the impact of their removal on the connectivity

and global efficiency of the network. Fast metrics of disruption such as betweenness

centrality were then recorded alongside the values of the optimization metrics.
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Figure 4.3: Spearson Correlation of metrics and Global Efficiency

In the first step of analysis, the Spearman correlation coefficients between con-

nectivity drop and each pair of the fast metrics and the optimization measures were

calculated, the results of which are presented in Figure 4.2. It is evident that the cor-

relation coefficients of the attacked clusters’ betweenness centrality and their number

of nodes have a relatively strong correlation with connectivity drop. While all of
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the fast metrics fail to show a strong relationship with global efficiency. Figure 4.3

illustrates the corresponding Spearman correlation values for global efficiency, which

do not represent a strong correlation between the fast and optimization parameters.

Further simulations were performed on Poisson-Boolean connected graphs, leading

to the observation that the number of nodes in the targeted cluster has a seemingly

direct and strong relationship with drop in connectivity. As it is demonstrated in

Chapter 5, maximum number of nodes in a cluster has almost always occurred in

the cluster whose removal leads to maximum drop in connectivity of the graph. This

is in accord with the intuition that disconnecting more number of nodes results in

higher disruption in the remaining network. But as the jamming area is fixed, the

maximum number of nodes that can be covered by the jammer tends to saturate after

a threshold, which builds the possibility that multiple clusters may have the same

maximum number of nodes. Hence, this metric cannot be used as a sole identifier of

the most vulnerable cluster. The observed statistics of correlations and co-occurrences

of maximal values suggests the adoption of an alternative approach to fast selection

of MVP, which is to first reduce the size of search space by selecting the clusters with

largest number of nodes, and then measure their betweenness centrality as the second

most related fast parameter. Thus, this proposal relieves the cost of optimization

by providing a relatively cheap metric for selection of the most vulnerable region,

and twice reducing the size of search space. The efficiency and performance of this

approach is further confirmed by simulation results presented in the next chapter.
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Chapter 5

Simulation And Results

For evaluation of the proposed framework, graph theoretical and network simulations

were performed to measure the validity and accuracy of the developed methods.

Simulation of graph properties were based on modified Random Geometric graphs

to model Poisson-Boolean distribution and density. In this approach, the uniform

allocation of positions by the Random Geometric graph generators was adjusted in

compliance with a Poisson point process. The establishment of links between nodes

followed a deterministic function of euclidean distance for an accurate representation

of ad hoc wireless networks. To ensure the connectedness of the generated graphs,

percolation threshold of a triangular lattice over the simulation grid was given as a

parameter to the graph generator. The essential aim of graph theoretical simulations

were to investigate the effect of intentional removal of nodes on the structure and

features of the abstract graph model.

For more realistic measurements, network simulations were implemented in NS-

3. For every simulation, wireless ad hoc networks were setup by configuring fixed
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Table 5.1: Simulation Parameters

Parameter Value
Number of Node 25
MAC Protocol 802.11b
Routing Protocol OLSR
Tx Power 16.0206 dBm
Rx Threshold −96.0 dBm
Propagation Loss Model Free Space (Friis)
Communications Range 1403.346 m
Run Time 450 s

nodes as 802.11b radios operating in ad hoc mode. Also, to enhance the accuracy

of measurement, allocation of positions to nodes were based on scaled coordinates of

Poisson-Boolean connected graphs generated in the graph simulator. The propagation

loss model considered in these simulations was the Friis free space model, and the

remaining of the protocol stack parameters were kept to their default values. Table

5.1 presents a list of such relevant parameters.
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Figure 5.1: Average of Synchrony Score for different number of nodes with 2 parallel
flows
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5.1 Performance of Synchrony Score

The initial aim of network simulations were to generate and capture near-realistic data

as the input of the traffic analysis technique. The collection of data was perfomed

by a passive sniffer, capable of receiving transmissions of every node in the network.

The captured data were transmission trigger times and the originating node, and no

network or other physical layer parameter was recorded. The traffic analysis system

was then tasked with preprocessing the data by sorting the transmission traces of

each node, and removing multiple instances of a broadcast transmission occurring

at the same instant. This phenomenon is an internal configuration of NS-3, there-

fore trimming such events does not affect the quality of data in the context of our

experiments. Once preprocessed, a 20-second block of the sample is passed to the

Synchrony module, which in turn generates the corresponding conversation matrix

per steps detailed in Chapter 3. Validity of the generated pairwise estimations was

inspected by comparison with the original adjacency matrix and routing table of the

target network for different parameters.

Figure 5.1 illustrates the difference between averages of synchrony scores of linked

and unlinked pairs for different number of nodes. It is evident that regardless of

number of nodes, linked pairs have a distinguishably higher average of synchrony

score than that of the unlinked pairs. Also, the variation of average for unlinked pairs

is distinctively less in comparison with linked pairs. This feature can be exploited

for efficient and accurate classification of linked and unlinked pairs based on the link

estimation values. It is noteworthy that the number of flows in this simulation is

fixed and equal to 2 simultaneous multi-hop flows of different sizes.

The distinction of synchrony score for different number of flows is depicted in
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Figure 5.2. The results indicate that increasing the number of simultaneous flows

does not significantly affect the differentiation of linked and unlinked pairs, thus the

proposed method can be used for accurate classification of pairs.
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Figure 5.2: Average of Synchrony Score for different number of flows in 25 nodes

As this attack is designed for real-time applications, the limits on duration of ob-

servation required for accurate estimation need to be established. Figure 5.3 demon-

strates the effect of sampling duration on the average of synchrony scores for a network

of 10 nodes. The plot shows a gradual decline in the score of linked pairs, which can

be explained by the fact that in prolonged observations, false correlations might be

made between events occurring at distant points of time. It is also observed that when

the timescale of observation is in seconds, this gradual decline does not significantly
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Figure 5.3: Average of Synchrony Score for different sampling durations on 10 nodes
and 2 flows

affect the performance of our proposed method, as the difference between the average

of linked and unlinked pairs remains distinctly large. Therefore, the proposed method

can produce accurate estimations with observation periods as short as 1 second.

5.2 Thresholding Metrics

As discussed in Chapter 3, a set of global metrics, namely mean, standard deviation

and median were selected as potential global thresholds for link estimation based

on synchrony score. The performance of each metric is studied on the simulated

set of networks described in the previous chapter according to two metrics, Correct
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Figure 5.4: Performance of Mean as Threshold

Detection Rate (CDR) and False Detection Rate (FDR). CDR is defined as the ratio

of number of links correctly detected to the total number of links, while FDR is the

number of falsely detected links over total number of detected links. Following the

criteria determined in Chapter 5, an example of a threshold is one that has more than

50% CDR and less than 50% FDR. Based on the results of multiple test cases, it was

observed that the value of synchrony score for linked pairs never falls below half of

the global mean. Therefore an extra thresholding condition is applied to all test cases

to account for this observation.

Figure 5.4 illustrates the results of using the mean of all synchrony scores as

threshold. It can be seen that this threshold succeeds in surpassing the requirement

of 50% CDR for the majority of the tested networks. It also satisfies the FDR criteria

for all tested network.

On the contrary, Figure 5.5 shows that standard deviation of synchrony scores

almost never satisfies the CDR criteria, and therefore cannot be used as an accurate

threshold.

In Figure 5.6, median is seen to be an even more suitable choice of threshold than
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Figure 5.5: Performance of Standard Deviation as Threshold
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Figure 5.6: Performance of Median as Threshold

mean, as it demonstrates a much higher CDR and a similar FDR in comparison with

those resulted from using mean as threshold. And lastly, Figure 5.7 shows the results

for the local thresholding technique based on a window size of 5×5. Even though the

FDR performance of this technique is significantly better than all other thresholds,

the low values of CDR necessitates its eliminations from the list of candidates.

Following the comparison of the presented results, Median is seen to provide the

best performance as a threshold and therefore is used in generating adjacency matrices

from the estimated Conversation matrix for simulations on MVP selection, described
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Figure 5.7: Performance of Local Adaptive Thresholds

in the following chapter.

5.3 Performance of MVP Method

The MVP identification method was used for target selection in the graph simulator to

measure the resulting drop in connectivity. Points of comparison were also generated

by simulating attacks on all other possible clusters, and the maximum connectivity

drop achievable by attacking any of the clusters was compared with that of the MVP-

selected cluster. The results, presented in Figure 5.8 indicate that clusters selected

based on the MVP criteria lead to maximum connectivity drop for any number of

nodes, thereby confirming the accuracy of the proposed MVP selection method.

This method was then applied on the topology estimations based on synchrony

score, and the incurred connectivity drops were compared with the results of previ-

ous simulations. Value of rjammer was set to 0.6th of the network’s communications

range and the attack was simulated for different numbers of nodes, producing the

results illustrated in Figure 5.9. Since betweenness centrality relies on the topology
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Figure 5.8: Disruption incurred by attacking the MVP-selected Cluster
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Figure 5.9: Performance of MVP in estimated topologies

of the network, inaccuracies in estimation of the topology results in errors in MVP.

Therefore, with an increase in the elements of the topology, a larger error is expected.

Also, since the jamming radius is fixed, by increasing the number of nodes the jammer

covers a smaller area of the network. Thus, it is expected that the impact of jamming
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decreases with an increase in the size of the network. This phenomenon is evident

in Figure 5.9, where the normalized connectivity drop follows a declining trend with

an increase in the number of nodes. But to the extents of these inherent limits, the

proposed MVP selection method is shown to result in large -and in most test cases,

maximal values of disruption.
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Chapter 6

Conclusion

This thesis demonstrates the vulnerability of covert ad hoc networks to jamming

attack adaptive to physical layer parameters. For this purposes, a novel traffic analysis

technique is proposed, which is capable of accurately estimating the topology of a

target network in real-time. Also, a vulnerability analysis technique is proposed for

detection of the most vulnerable point of attack when the jamming region of attacker

is smaller than the area of the target network. Both methods were evaluated by

simulations, which indicate the high accuracy of the traffic analysis technique, as well

as the optimality of the proposed vulnerability analysis method.

Several future work items are inline. Firstly, this framework is yet to be experi-

mentally validated. Validation of a temporal correlation between transmission onsets

of connected hops may provide grounds for further developments in the privacy and

covertness aspects of ad hoc networks. Also, measuring the temporal granularity of

this attack for various MAC schemes may lead to design guidelines for covert networks

and protocols. Lastly, The proposed framework is aimed at static or quasi-static tar-
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gets. For a more realistic and accurate result, it may prove useful to include the

dynamics of the target network in the model, and apply methods of optimal control

theory to the inference and attack stages. The resulting model may form the founda-

tions of a novel approach to investigation of cascade failures in multihop networks.
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